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BIO

Kevin Jorissen
Seattle

has 10 vyears of experience in
computational science, and holds a Ph.D. in

He developed codes solving the quantum
physics equations for light absorption by

materials, taught workshops to scientists
worldwide, and wrote about high performance

computing in the cloud before it was fashionable.
He worked as a in

Antwerp, Lausanne, Seattle, and Zurich. He
contributed to the WIEN2k code (Density

Functional Theory calculations of material

properties, wywwwien2k.at) and the FEFF code (X-

ray and  Electron  absorption  spectra,

www.fefforoiect.org).

Kevin joined in 2015 to help accelerate

the adoption of cloud computing in the scientific
community globally.


http://www.wien2k.at)/
http://www.feffproject.org/

Agenda

Unidata ask: new technologies & skills transfer %

Warmup

1. Running models, HPC, Clusters

2. Data Lakes

3. Containers, AWS Batch, Microservices

4. Serverless Computing

5. Machine Learning, Amazon SageMaker, Notebooks
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Thank You & Homework

jorissen@amazon.com

Sign up for the Researchers Handbook for AWS atgws.amazon.com/rco . Browse data athttps://registry.onendata.aws

1. Alces Flight compute cluster - NAMD tutorial: Launch “Performance Compute (SGE)” cluster at

MMMMMM wait for e-mail confirmation, then tutorial from
0./ /00 es-fligh Ol1)/ €[] gble/getting-started/environment-usage/using-openfoam-with-alces- 'l.ll.l‘l
2. Contamers + AWS Batch for DNA sequencing: https://github.com/awslabs/aws-batch-genomics
3. Containers — WRF Big Weather Web_www. bigweatherweb org
4. Serverless Computing — PyWren: hit://ovwren.ig/pases/gettinestaried him!

then hitos//github.com/pvwren/examples/
5. Sagel\/laker Machine Learning labs: files from_hitps://bitlv/2HND2SG ; instructions at



http://aws.amazon.com/rcp
https://registry.opendata.aws/
https://launch.alces-flight.com/default/launch
http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html
https://github.com/awslabs/aws-batch-genomics
http://www.bigweatherweb.org/
http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/
https://bit.ly/2HhD2SG
https://github.com/wleepang/sagemaker4research-workshop
https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/
https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/

AWS and Scientific Workflows



AWS and Scientific Workflows

== “time to discovery”

* Availability of resources, scalability, right-sizing
* Experiment, fail fast, avoid undifferentiated work



AWS and Scientific Workflows

== “time to discovery”

* Availability of resources, scalability, right-sizing
* Experiment, fail fast, avoid undifferentiated work

e Data lake model
* Security

e Sharing

e Infrastructure
e Analytics



Hot off the presses: WWPS AWS Summit

Real-Time Machine Learning on Satellite Imagery: How DigitalGlobe Uses Amazon SageMaker to Massively Scale-up
Information Extraction from Satellite Imagery

Using AWS and Open Data to Meet the Demands of Disaster Response Situations
Transitioning Geoscience Research to the Cloud: Opportunities and Challenges
AWS Public Datasets: Learnings from Staging Petabytes of Data for Analysis in AWS

Enabling Sustainable Research Platforms in the Cloud
Enabling Research using Hybrid HPC Cloud Computing

Precision Medicine on the Cloud

Transforming Research in Collaboration with Funding Agencies

Enabling Research using Hybrid HPC Cloud Computing
Innovation on the Edge: How Rapid Experimentation with Technology is Achieving Results in the Enterprise With NASA JPL

Accelerating Analytics for the Future of Genomics
Analyzing Data Streams in Real Time with Amazon Kinesis: PNNL's Serverless Data Lake Ingestion

Empowering Every Brain! How Brain Power is using AWS-Powered Al in their Mission to Help People with Autism and Other
Brain-Related Challenges

... Soon available at https://www.youtube.com/user/AmazonWebServices/videQs


https://www.youtube.com/user/AmazonWebServices/videos

Hot off the presses: WWPS AWS Summit

“Earth and Space on AWS” Day
* How Element 84 Raises the Bar on Streaming Satellite Data (Element 84)

e Machine Learning with Earth Observation Imagery (EOS Data Analytics,
DevelopmentSeed)

* Making Sense of Remote Sensing (Sinergise, SkyWatch)

* Black Sky: Advancing the Geospatial Revolution with Cloud-First Approach
(SpaceFlight Industries)

* How Can We Answer the Really BIG Questions? (NASA JPL)

* Lessons Learned Migrating Space Operational Systems to the Cloud on AWS
(Lockheed Martin)

 Earth is Just Our Starting Place: Blue Origin and the Future of Space Technology
(Blue Origin)
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Earth and Space on AWS

Processing and Streaming GOES-16
Data with AWS Managed Services

Element | 84

Dan Pilone
CTO - Element 84, Inc.



We leveraged AWS EC2/Spot/ECS and ETS to make ~20 TBs of AWS

Public Dataset GOES-16 imagery visually navigable at varying levels of
bandwidth.

We can apply this approach to lots and lots of data products

We've leveraged AWS Batch (ECS & Spot) to parallelize creation of data
bundles into ephemeral Archives of Convenience

Users get convenient, hitghly elastic access to data that suits their needs,
in their preferred format.

All of this costs $0 when not in active use but scales horizontally as big
as budget allows.

Demo @ https://labs.element84.com/index.html

Element | 84 © 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved. ,aws,, SUMMIT



https://labs.element84.com/index.html

Overall Data Flow

CLOUD

USER

DISCOVERY S 3 DISCOVERY
PROCESSING Ul

(e.g. PDS, NASA, OVERVIEW UI
NOAA, USGS, etc.)

PANGEO

DATA

JUPYTER
PROVI DER Processing NOTEBOOK

Engine

On Prem Data Provider
(OPeNDAP, WxS, etc.) Archive of Convenience

Element 84 © 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved. ,aws. SUMMIT
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Working with cloud-based Zarr files
Connecting to S3

Because Zarr loads datasets by chunks, we can keep most of the data on S3, and only pull Sown the Dieces we want:

In [1): 4mport s3fs
import zarr
83 = 33fs.83FileSysten(profile name="rd’, clieat kwargs=dict(region name='us-ecast-1"))
store = s3fs.S3Map(root='ec8i-goes/dan/test.zarr’, s3=s3, check=False)
big_zarr = zarr.group(store=store)
In [2): priat big_zarr.keys()
["2017-12-31T06:11:24.62", "2017-12-31706:26:24.627, "2017-12-31T06:41:24.227, "2017-12-31T06:56:24.427)

This dataset is only four frames, but already is 1.5GB. For a video of non-trivial size, Zarr allows us 10 only pull the pieces of the datasets we need, without
downioading the entire group.

In [3): ‘tmatplotlib inline

In [5): import matplotlibd.pyplot as plt

import tine
start tine = time.tinme()

# Plot oaly the “lower-level water vapor® infrared band for a specific frame in a larger dataset

band10 = big_zarr[ 2017-12-31T06:26:24.62" J[ 'CHMI_C10°])[2])
plt.imshow bandl0)

Out[5): <matplotlib.image.Axesimage at 0x121d7celd>
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Machine Learning with Earth
Observation Imagery

NEINERY

Engineer, Development Seed

Marc M Fagan

CEO| EOS Data Analiics I



Classification Object Detection Instance

Classification

+ Localization

Segmentation

X M v

CAT, DOG, DUCK CAT, DOG, DUCK

AN J
Y

Single object Multiple objects

http://cs224d.stanford.edu/index.html “ development SEED



Segmentation for detecting building Object detection for

building counts

footprint and road network

Raster image Ground truth Predicted Mask



Satellite:
- Search;
- Select;
- Process.
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instance

Instance

ClougWatch
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Learning Ready . o atie
Datasets Machine Learning models
Label Maker theano pyrbrcH . © came2
EC2 instance contents

AWS cloud

‘Fully automated’ machine
learning pipeline;

Semi-automated machine

learning that will require our
professional mappers’ QA and
mapping objects.
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© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved. ,,, SUMMIT
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“100% Convolutional Neural Network”

Disclaimer — lots of human “training or Indexing”

“100% Amazon”

Disclaimer — sometimes “fool around” with on-premise Gaming GPUSs

All production - Storage, CPU, GPU, Products up on
AWS




INSAR Weekly Ag Crop Production - United States

« Bloomberg - first —of-its-kind financial industries data for commodities,
futures, derivatives, swaps trading

 Producers- seed,
manufactures, logistics,

storage, food
processors, etc.

« Governments and non-
profit

|
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© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved. aws, SUMMIT



Running models and HPC

adWs



HPC Workloads in the Cloud

Life Sciences Financial Services Energy & Geo Sciences

)
¢

Design & Engineering Media & Entertainment Autonomous Vehicles

0000000000




Elasticity: Natural Language Processing at

550,000 cores & EC2 Spot Instances

Concurrent vCPUs in US East (Northern Virginia) Sp ot Market filler

1,200,000

“I am absolutely thrilled with the outcome of this experiment. The graduate students on the project [...]
used resources from AWS and Omnibond and developed a new software infrastructure to perform

research at a scale and time-to-completion not possible with only campus resources.” — Prof_Amy Apon,
Co-Director of the Complex Systems, Analytics and Visualization Institute

[ DS d \/\ dilldz0[] O /0100 d \/\ N lUIrdi-1dNoUJ40E6-DIOCE N O-Jd1-CI1EMNSO]-11[) C -1-1-/]] () []- DS -


https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/
https://people.cs.clemson.edu/~aapon/

Elasti

55 Univa Demonstrates Extreme Scale Automation by
Deploying More Than One Million Cores in a Single
Univa Grid Engine Cluster using AWS

To demonstrate the unique ability to run very large
enterprise HPC clusters and workloads, Univa leveraged

AWS to deploy 1,015,022 cores in a single Univa Grid

- Engine cluster to showcase the advantages of running

large-scale electronic design automation (EDA)

Ire
workloads in the cloud. The cluster was built in e to
approximately 2.5 hours using Navops Launch and

ns,

automation and comprised more than 55,000 AWS
instances in 3 availability zones, 16 different instance

types and leveraged AWS Spot Fleet technology to



https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/
https://people.cs.clemson.edu/~aapon/
https://registry.opendata.aws/
https://blogs.univa.com/2018/06/univa-demonstrates-extreme-scale-automation-by-deploying-more-than-one-million-cores-in-a-single-univa-grid-engine-cluster-using-aws/

— Climate Research

« Mosaicking 2,500+ QuickBird satellite images into
100-kilometer (km) x 100-km tiles, which are then

broken into 25-km x 25-km sub-tiles for
processing.

« Orthorectifying and mosaicking all satellite data in
ADAPT

 |dentifying trees and shrubs using adaptive

vegetation classifier algorithms. Estimating
biomass. Incorporating algorithms to calculate tree

and shrub height for biomass estimates.

The combined resources of ADAPT and AWS potentially reduce
total processing time from 10 months to less than 1 month

Source: https://www.nas.nasa.gov/SC15/demos/demo31.html



Accelerators (GPU/FPGA) for HCLS:

The fastest ever analysis of 1000 genomes

* 1,000 pediatric whole genomes
* Average 40X coverage

 Max 60X coverage

« Total runtime 2h 25min

1000 FPGA instances

.0 . R ’ .
edicom'genome G‘Li Children's Hospital

of Philadelphia’ HOLDER




WRF in the Cloud

Using Amazon Web Seryices

Welcome to the WRF in the Cloud Mini-tutorial for the 2018 Joint WRF and MPAS Workshop. This tutorial will introduce the steps for
running WRF in the cloud, using an Amazon Web Services (AWS) platform.

Click on a tab below for quick navigation.

mmamJ
Instance

.



http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php

WRF 1n the Cloud

Using Amazon Web Seryices

Welcome to the WRF in the Cloud Mini-tutorial for the 2018 Joint WRF and MPAS Workshop. This tutorial will introduce the steps for
running WRF in the cloud, using an Amazon Web Services (AWS) platform.

Click on a tab below for quick navigation.

Step 2: Launch a server with GEOS-Chem pre-installed

- -
Log In to AWS console, and dick on £EC2 (Elastic Compute Cloud), which is the most basic cloud
G computing service
M 4 -
.
v 4
R
d W g
34
e



http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php
http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html

] u
WRF Weather Predlctlon iww 10w 120w 1on 100w W LR TON L
Evv' t'.' 1 | ' v . 'V'. ”re e v"7"'7'{31"\“,"-‘"l}""" "1'7';‘:’.V
:‘::- . : H %)':} = \. OOy
» » » . |
220 } \ 9P :

o f PR [
WRF 2.5k CONUS Benchmark ae B ‘

Timing 2

Sum (secs) b

. .
20 0 &0 D 00 120 140 160 180 200 220 240 260 20 30O 30 MO W0 W

( | | 1
| W 4 8 1.6 32 64 12.8 25.0 o2 1024 2048 mm
Nodel Infec VA7.1 CUs G=F Ens MP: DN 6closs PEL TSV SF: Noah LSM 1I5km 3 wvels 90
LW FATMG  SW: RRTWG DIFF: full ;20 Smogor DANP: Rayleighl  SFLAY: M5

WRF Scaling and Performance on AWS

Weather and climate models are popular workloads on AWS:
Researchers, businesses (The Weather Channel), financial sector, ...



Amazon Web Services
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Basics
Compute




Spectrum of Compute Instance Types

General Compute Storage and 10 Memory GPU or FPGA
purpose optimized optimized optimized enabled

13 D2




Selecting an instance type

Instance Type vCPU
c4.8xlarge 36
c3.8xlarge 32
m4.10xlarge 40
m4.16xlarge 64
p2.16xlarge 64
x1.32xlarge 128
r3.8xlarge 32

Memory Storage Networking
(GiB) (GB) Performance

60EBS Only 10 Gigabit
602 x 320 SSD 10 Gigabit
160EBS Only 10 Gigabit
256 EBS Only 20 Gigabit
732EBS Only 20 Gigabit
1,9522 x 1,920 SSD 20 Gigabit
2442 x 320SSD 10 Gigabit

Physical Processor
Intel Xeon E5-2666 v3
Intel Xeon E5-2680 v2
Intel Xeon E5-2676 v3
Intel Xeon E5-2686 v4
Intel Xeon E5-2686 v4
Intel Xeon E7-8880 v3
Intel Xeon E5-2670 v2

CAREFUL: a “vCPU” is a hyperthread, i.e. %5 of a physical core.
C4.8xlarge has 36 vCPU but 18 physical cores, the way HPC practitioners usually count them.

Clock
Speed EBS
(GHz) Opt

2.9Yes
2.8No
2.4Yes
2.3Yes
2.3Yes
2.3Yes
2.5No


https://aws.amazon.com/ec2/instance-types/

Amazon EC2 Instances
Instance

Generation

c4.large

Instance Instance
Family Size

R
n
n

c4.8xlarge c4.2xlarge
c4.4xlarge c4.xlarge



Launching an Instance from an AWS Machine Images (AMI)

Instance -

Launch instances
of any type

Instance == virtual server

AMI == virtual machine image



An AWS Availability Zone

Data Center

Data Center Data Center




An AWS Region




The AWS Global Infrastructure

MONTREAL {Coming soon)

BELING
IRELAND
OHIO (Coming soon) FRANKFURT
O >
OREGON
O UK {Coming soon) O
N. CALIFORNIA =
N. VIRGINIA L
MUMBAI
AWS GOvCLOUD
SINGAPORE
SAO PAULO
Regon &
Number of Avaslabiity Zones SYDNEY

New Region
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AWS Storage Options for HPC Workloads

EFS

Highly available,
multi-AZ, fully

managed network-
attached elastic file
system.

For near-line, highly-
available storage of
files in a traditional

NFS format (NFSv4).

Use for read-often,
temporary working
storage

Block storage device
(SSD or HDD) for file

system attached to
EC2 instance. Can
build parallel file

system (e.g., using
Intel Lustre).

For near-line storage
of files optimized for

high 1/O performance.

Secure, durable,
highly-scalable object

storage. Fast access,
low cost.

For long-term durable
storage of data, in a
readily accessible

get/put access format.

Amazon Glacier

Secure, durable, long
term, highly cost-

effective object
storage.

For long-term storage
and archival of data
that is infrequently

accessed.

Use for long-term,
lower-cost archival
of HPC data



Combining Compute and Storage
AWS cloud

Running or
I Stopped

E Virtual Machine
" Configuration I
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Network




We can build a cluster




Using a compute cluster in the cloud

" VPC
Cluster head node with -
job scheduler .

Cloud-based, scaling HPC cluster

Thin or Zero Client
- No local data -

By @

* @ Shared File Storage

Amaazr?dn S3 } rr.
Amazon
Glacier




Using a compute cluster in the cloud

Self-scaling HPC clusters instantly ready to compute, billed by the hour and use the AWS
Spot market by default, so they’re very low cost

powered by

amazon

webservices

alcesflight

Now boarding in the
AWS Marketplace.

Hundreds of HPC and science apps
on tap and ready to compute.

«  Popular scientific applications prepackaged

* Deploys in ~5 minutes.

« Familiar job schedulers, scientific applications, and shared file system.
* Install any software you need.

« No job queues — it's your personal cluster.

« Access to the graphical console.
* Deploys in minutes. Resizable clusters

° ScaleS as Iarge as needed When Easy to add and remove compute capacity on your cluster

you add jobs to the queue, and L] EEEN

scales back down when the jobs B oy BEEE oo
J . . . . . glusterdsizing.]

are done. - EEEE

oo am:
i webservices



Using a compute cluster in the cloud

Self-scaling HPC clusters instantly ready to compute, billed by the hour and use the AWS
Spot market by default, so they’re very low cost

e i L L]

alcesflight

e,

Hundreds of HPC and science apps Command Line (SS h )
on tap and ready to compute.

NAMD example shown: http:



http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html

Controlling your AWS resources

1. Web browser (point-and-click)

CE) o
-
No—e «  satance D = atance Type - Avalabiity Zose - atance State -  Status Chechs - Alars Status Putie DNS P ve)
- Baby ~oa Al | ok Barge S & ~rnrg O 22 ok N “a 254722 v-mant-| COMOUN STRIOren. SO
ot n cous 0T ARt GO D ok Bxarpe aaw " @ W arwme Norw
Ol Cal% T Mkt 2 ok Brarpe S e & wr—atmc Neorwe

TRl

« 2. Command-line interface (script, automate)

~$ aws s3 cp myvideo.mp4 s3://mybucket/

« 3. SDKs (GUIs, platforms, science gateways)


https://aws.amazon.com/cli/

Compute clusters in the cloud are fit for purpose

GPU cluster CPU cluster

L0 Orpet) (8} W (8 ) “ "n n
a2 2500% 12000 6t 22 Output)

Amazon S3
storage of input/output



Compute clusters in the cloud are ephemeral

Amazon S3
storage of input/output




Compute clusters in the cloud are elastic

g (T

| sesees

TR
EsEen)|

w

afternoon

— ot

/t

"t




Tightly and loosely coupled workloads

Cluster HPC

Tightly coupled,
latency sensitive
applications

Use larger EC2
compute instances,

placement groups,
enhanced networking

Grid HPC

Loosely coupled, HTC,
pleasingly parallel

Use a variety of EC2

Instances, multiple AZs,
Spot, Auto Scaling,

Amazon SQS

Ensemble?

Run all members at once!



Performance for Fluid Dynamics on AWS
ANSYS Fluent

EXTERNAL FLOW OVER A FORMULA-1 RACE CAR
AWS, C4.8XLARGE

* AWS c4.8xlarge —Timear ) —emSpeacp = =idaa
* 140M cells -

 F1 car CFD benchmark

250

3

Wall Time {Seconds)
=
Z

100



http://www.ansys-blog.com/simulation-on-the-cloud/

Data Lakes and Collaboration

adWs



Collaborating on scientific data in the cloud

It’s typically time-consuming and expensive to acquire, store, and analyze large data sets.

* AWS is built from the ground up with sophisticated, real-world security: share without
giving up security.
* Use AWS worldwide network and data centers to reach your collaborators.

e Collaborators can analyze your shared data in their own account, and run your shared
applications in their own account, at their own expense.

* Not necessary for everyone to download a copy of the dataset: everyone can bring
analytics to central copy.

* You retain full ownership. Data never leaves a country (“data residency”) unless you
explicitly move it.



Global Platform for Global Collaboration

s 7

18

A\ (Coming Soon)
Northern /Irginia

Regions
", California "\-L‘" 52
Availability
Zones

As of Jan 25,2018

Sao Paulo ydney

%

;,

All regions are sovereignAaning your data never leaves
that location unless you cause it to.

Bring the users and compute to the data; don’t send the data to the users.
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Collaborating on scientific data in the cloud

Direct Connect Daubau Migration

___________":'_l 5

Catalog & Search Access & User Interface
Accoss ) search metacieln Cve yOUY LBEYS oY ) S0Le S00M
Dyname0@ ElastiSearch APl Gateway Identity & Access
l I { Management I
Data Ingestion - I Processing & Analytics
Gt your cate into 53 o / Use of predctve and prescrptve

Qackly andd securesly
Central Storage
Secure, cost-effectve
sorage n Amaron 853 \

) @ﬁ

Machine Learning QuickSight

Protect and Secure

Use entOievmeves 10 onisure 0uts 5 secure 87J Usevs Oortles av vorfed

Gy @ Or > QB

Mentity & Access Security Token ClowdWatch ClowdTrad Key Management
Managemaent Service Service
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Collaborating on scientific data in the cloud

i Y
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To stimulate innovation, AWS hosts a selection of datasets that anyone can access
for free. Data in our public datasets is available for rapid access to our flexible and

low-cost computing resources.

Life Science Earth Science

* TCGA & ICGC (used at OICR) * Landsat

* 1000 Genomes * NEXRAD

 Genome in a Bottle * NASA NEX

 Human Microbiome Project

* 3000 Rice Genome .

= Internet Science
{ = * Common Crawl| Corpus
— * Google Books Ngrams

e Multimedia Commons

hitps://aws.amazon.com/public-datasets/


https://aws.amazon.com/public-datasets/

Earth on AWS |
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Build planetary-scale applications in the
cloud with open geospatial data.
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Registry of Open Data on AWS (RODA)

Registry of Open Data on AWS

About Sentinel-2
This registry exists to help people discover and share datasets that are [ ea= ctmercazor [l et imagery [ o [l ~sturat wource [ watsnattiry |

avalable via AWS resources. | more about sharing data B R .
The Sentinel-2 mission i 3 land menitoring constellation of two satellites that provide

See all usage examples for datasets listed in this registry high resolution optical imagery and provide continuity for the current SPOT and Landsat
missions. The mission provides a global coverage of the Earth's land surface every S days,
making the data of great use in on-going studies. L1C data are available from June 2015

Search datasets (currently 59 matching datasets) globally. L2A data are available from April 2017 over wider Europe region, planned to be
expanded globally in July 2018

Usage examples
Md (0 thi‘ f'gi’tfy e Sterling Geo g Sentinel-2 on Amazon Web Services to Create NOVI byStM.ng

If you want to add a dataset or example of how 10 use & dataset to thes Geo
registry, please follow the instructions on the Reg 1 ¢ Satelite Search by Remote Pixel by Remote Pixe
GitHub repe ¢ Sentirw WMS/WMTS/WCS Service Dy Sinergise
® Spectat tracking Sentinel 2, accessing the data and quick preview Dy Spectator
Uniless specifically stated in the applicable dataset documentation datasets o Sentinel Playgrou~d by Sinergise

avaiabile through the Registry of Open Data on AWS are not proveded and
mantained by AWS. Datasets are provided and maimtaned by 2 vanety of e Wyt 1S -

third parties under a vaniety of lconses. Please check dataset Licemses and

redated documentatson 1o determene f & dataset may be used Tor your l.andsat 8
application
[ o stnervonon | 0 £ £

An ongoing collection of satellite imagery of all land on Earth produced by the Landsat 8
wtecte


https://registry.opendata.aws/

Image and Video Library (2017) - Easy Access to the Wonders of Space. Fully
compliant with Section 508 of the

Rehabilitation Act.

' © L "NASA Image and
3 sk . Video, Library N(A\}A

* Built-in . “On-demand scalability
: ks i s will be invaluable for events such as the solar
 Search for ... (e.g. "Orion") ORI  ccClipse that's happening later this summer—
BT T T e 0Oth as we upload new media and as the
L e e e b e public comes to view that content,” says Bryan

Y .-~ - Walls, Imagery Experts Deputy Program
Manager at NASA.

» Good Use of Taxpayer Dollars. By building
its Image and Video Library in the cloud,

NASA associated with

deploying and maintaining server and storage
hardware in-house. Instead, the agency can

simply pay for the AWS resources it uses at
any given time.



https://aws.amazon.com/partners/success/nasa-image-library/

Uses AWS to Deliver Tailored Meteorological Data

“We are using the AWS Cloud  Needed the means to send weather data to

, device users and third-party customers.
to drive the mass-market

availability of customizable * Deployed Amazon ElastiCache to respond

weather information. to peak demands.

« Attracted more than half a million users
with its app.

James Tomkins

Head of Enterprise IT Architecture

Met Office « Scaled data storage tenfold and reduced

solution costs by 50 percent.

== Met Office

« Enabled innovation of big data services in a
competitive landscape.

The Met Office has been a widely respected
national weather service in the United Kingdom
for 160 years.

MWMMM@/

NS.aMmazon.com/about-aw -office-high-resolution-weather-forecast-data-is-now-on-aws/


https://aws.amazon.com/solutions/case-studies/the-met-office/
https://aws.amazon.com/about-aws/whats-new/2017/08/uk-met-office-high-resolution-weather-forecast-data-is-now-on-aws/

initiatives: National Cancer Institute — Cloud Resources

Funded projects to create collaborative environments on cloud

f. Access and analyze
11,000 TCGA samples
without having to
download data CANCER
e Upload your own data GENOMICS g
for analysis @ o cns == |

e N s ) N
e Perform large scale e dbGaP-authorized

analysis using the users can access

elastic compute controlled TCGA data
power of commercial e Systems meet strict

cloud platforms Federal security

guidelines
o — e

et E £ LA | = - : i;?:
W W ‘..::.:: . r_ o | l | I . - ‘=g=
T 1]



http://www.cancergenomicscloud.org/

NCI| Cancer Research Data Commons

S ﬂ. Tool
S8G CGC

-5‘" L Repositories
v 2 Computational
FireCloud ISB CGC 5 Wo‘kspaws
Cloud @ Elastic Metadata
0 izati Validation
Resources Visualization Compute Q/ i
‘ . Query Analvsis Data Models &
@ = Dictionaries

Cancer Models Cancer Biomarkers
v
Clinical Proteomics Genomics Imaging Immuno-

Data Commons Framewo:
!
3 &2 2 A

Authentication APIs Web Data Tool v Authentication
& Authorization Interface Submission Deployment & Authorization
Biomedical Computer u Patients

Researchers Scientists

inici
Tool Clinicians

Developers



NIH Data Commons Pilot

DR ] L e aresenren coosystem
« Components include:

User Portals & Workspaces

Scientiic anaivei ook & worki — Computing environments
clientic analysis To0Is & WOrKIows (HPC Cloud)

dIv4

Services: Identifiers, Search, Authentication

— Data with Common Digital
Object ID's

— Software for resource

provisioning, data discovery,
scientific applications and

workflows



https://commonfund.nih.gov/bd2k/commons

Containers, AWS Batch, Microservices

aWs



Using Containers

B > P )&)*:

Physical Virtualisation Containerization Serverless

On-premise server EC2 instance Docker Lambda function




Using Containers

m
B> p > & )&,

Physical Virtualisation Containerization Serverless

On-premise server EC2 instance Docker Lambda function

http://bigweatherweb.org/Big_Weather_Web/Home/Home.html

& BAMS Article: A Containerized Mesoscale Model and

BIGE WEATHER WER Analysis Toolkit to Accelerate Classroom Learning,
A common and sustanatie sig pate GOll@bOrative Research, and Uncertainty Quantification

Infrastructure in Support of Weather
Prediction Research and Education in
Universities

Containerized WRF available!
https://github.com/NCAR/container-wrf
https://hub.docker.com/r/bigwxwrf/ncar-wrf/




Using Containers

B> P )&)*1

Physical Virtualisation Containerization
HE EN
EE EN
On-premise server EC2 instance Docker

SIUI2RIE Ao see: Jupiter talk by Luke on Tuesday



Using Containers

B > P )&)‘ﬁ?

Physical Virtualisation Containerization Serverless

On-premise server EC2 instance Docker

AWS Batch — a managed service for container based jobs

Container Based: Each job is a Docker container with runtime parameters. Submit tens to
millions of jobs to a queue, with priority and job dependency options.

Fully Managed: No software to install or servers to manage. AWS Batch provisions, manages,
and scales the infrastructure needed to run the jobs.

Cost optimization: use spot instances or reserved instances to get the most research possible
out of your research budget.

using AWS Batch for DNA sequencing: itps://github com/awslabs/aws-batchogenomics


https://github.com/awslabs/aws-batch-genomics

Using Containers

B > P >¢>t$

Physical Virtualisation Containerization Serverless

On-premise server EC2 instance Docker Lambda function

DNA Sequencing

AWS DATA S3 & LAMBDA AWS BATCH BIG DATA STORAGE

g .......... , - > 000 . "E .......... ;
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Building High-Throughput Genomics Batch Workflows on AWS

Alignment Alignment
Qc Stats

Sequences g Alignments

Annotate Annotated

Variants - :
Variants VEERIS

Variants

Amacen 83
Workflow Layer Batch Layer Job Layer
-//aws.amazon.com/blog ompute/building-high-throushput-senomics-batch-workflows-on-aws-introduction-na


https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/

Serverless Computing

aWs



Serverless Computing: AWS Lambda

AWS Lambda is a service which allows for software functions in a variety of languages to be deployed
into the cloud natively, and to be triggered directly or driven by events in the cloud. The infrastructure

(hardware, operating system and software environment) for Lambda is managed by AWS and scales rapidly.

Bring your own code Simple resource model
-  Node.JS, Java, Python @ « Select memory from 128MB
= - Java = Any JVM based to 1.5GB in 64MB steps
language such as Scala, « CPU & Network allocated
Clojure, etc. proportionately to RAM
. Bring your own libraries « Reports actual usage
Flexible invocation paths Fine grained permissions

LS




Two examples of HPC on Lambda

have built quickly
scaling genomics analysis on
AWS Lambda

GT-Scan2 Microservice-based target-finder for genome editing technologies

PyWren.io

def my_function(b):
X = np.random.normal (0, b, 1024)

A = np.random.normal (0, b, (1024, 1024))
return np.dot(A, x)

pwex = pywren.default_executor()
res = pwex.map(my_function, np.linspace(0.1, 100, 1000))

lets you run your existing
python code at massive scale via AWS
Lambda
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- 25 per-core
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= 20
® 15
]
& 10

20 30 40

0 500 1000 1500 2000 2500 3000
workers

Figure 2: Running a matrix multipli-
cation benchmark inside each worker,
we see a linear scalability of FLOPs
across 3000 workers.

aggregate GB/s

20 30 40 50 60 70
rate (MB/s)

0
0 500

1000 1500 2000 2500
workers

Figure 3: Remote storage on S3 lin-

early scales with each worker getting

around 30 MB/s bandwidth (inset his-

togram).

Source: “Occupy the Cloud: Distributed Computing for the 99%”

Pywren: Lambda in the context of Grid Computing

1400000 =@ write
—o— rond
1200000
% 1000000
S 800000
:
o
£ 600000
S 400000
500 2000 3500
200000 rate (ixns/s)
0

0 500 1000 1500 2000 2500
workers

Figure 4: Remote key-value opera-

tions to Redis scales up to 1000 work-

ers. Each worker gets around 700 syn-
chronous transactions/sec.

“riselab

UC Berkeley

Pywren democratizes parallel scaling capabilities that used to be the sole preserve of large super-computing

centers. Tutorial: hitol//ovwren.io/pages/gettingstarted him! then hitosi//github.com/ovwren/examples/


http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/

CSIRO - Cloud-based CRISPR prediction

« CSIRO used AWS Lambda functions to completely re-engineer a cluste
HPC workload to identify optimal gene editing sites for personalized

treatment.

“GTScan-2" job runtime varies from 1 second to 5 minutes, because the
complexity of the targeted gene can vary dramatically.
Rapid turn-around times are needed for real-time analysis.

« Server-based solutions can’t be provisioned efficiently to handle the variability
and quick turn-around — either you have lots of servers sitting idle, or you
have to wait minutes for new servers to spin up.

* Deployed using AWS Lambda, the GTScan-2 runtime |s stable at a few
minutes per complete job, no matter how mar =

are sent to it.
aV>

» Re-casting of the code took only a few weeks




CSIRO - CRISPR search with AWS Lambda

GT-Scan2.0 isimplemented as a
microservices architecture using AWS

Lambda

Serverless:

« Does notrequire users to
have high-compute power

Scalable:

e Can be easily scaled to
whole genome analysis

Also implement as a “stand-alone”

e Canberunonlocal servers

e Canincorporate your own ChlP-seq
data rather than public data

GT-Scan2 Microservice-based target-finder for genome editing technologies

.wm
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Machine Learning and Amazon SageMaker

aWs



RISELab (Real-time Intelligent Secure Execution)
Collaborative 5-year effort between UC Berkeley, National Science Foundation,
and industry partners. (2017-2021) — AWS is founding partner_hitps:/riselab.cs berkelev.edu

«  Students and researchers at RISELab use AWS to rapidly prototype and develop
new systems at a scale and with a speed not possible before.

« Resulted in Apache Spark, developed on AWS, and integrated with AWS core services.
GOAL: | Develop open source platforms, tools, and algorithms
for intelligent real-time decisions on live-data

[ From live data to real-time decisions ]

“
£y
" C1S10 o e
Preprocess Intermediate Decision
data Engine

_=c)
a1 1 s

Ao
oo

Observations, Feedback



https://riselab.cs.berkeley.edu/

Deep Learning using clusters to improve accuracy

You can train a ML model on your laptop but ... 3se /
In order to train a very ACCURATE model s SSSEIpSEtI SHES Srie (

that can make real-world predictions

v 2500
that is publishable and cutting-edge ... %
You will need a much LARGER training £ 2000
dataset and training job that you can ONLY F
. . 3 1500 /

run on a cluster, possibly using GPU servers. £

1000
A job for EXPERTS? -

. s i
= AMAZON SAGEMAKER R ) . . » . . -

Number of GPUs (using P2.16xlarge)

<go to SageMaker deck>

N MXNet Throughput MXNet Speedup  —Ideal Speedup

100

75

Speedup over single GPU



Research Cloud Program and Getting Started

aWs



AWS Research Cloud Program

. —

s - 0

e — Science first, not servers.
Researchers are not

( professional IT people (nor do
—
L — they wish to be).

$ Budget management tools to

ensure that over-spends do not
happen.

Fast track to invoice-backed
billing & Egress Waiver.

Simple and easily explained

procedures to get set up with
cloud access.

Best practices to ensure both

data and research budgets are
safe and privacy is protected.

Large catalog of scientific

solutions from partners, including
instant clusters from AWS
Marketplace.



AWS Researcher’s Handbook

The 150-page “missing manual” for science in the cloud.

Written by Amazon’s Research Computing
community for scientists.

ama.
vnanen

foundational concepts about how AWS
can accelerate time-to-science in the cloud.

- for securing your
NS eésearch Clouyd Program | .
esearch Clous Progr environment to ensure your research data is safe

and your privacy is protected.

Researcher’
er's Ha
(Version 1.2, Released 2017-2—98?00'(

that will help you
control your spending and limit costs (and
preventing any over-runs).

from partners
chosen for their outstanding work with scientists.



http://aws.amazon.com/rcp

AWS Researcher’s Handbook
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AWS Researcher’s Handbook

PRSP — amazon

e e e T weab sarvices

Gefiniiely saving money by actively monitoring jobs to catch problems early and reduce
rewor.” explars Acdrew McComes, Engineering Manager at TLG. “We can also use it
5 Meduce UmecesElry Cost I larger b that may otherwise run longer than required.”

. 3 D)) 3 - - oG e e - e

137 Medical imaging: National Database for Autism Research (NDAR)

Costorstve Big Dets research The National institute of Mental Hea Dats

Archvve (NDA) makas research data avalable for reuse. Data colacind Across promcts
can be aggregated and made available, inciuding dinical data, and the results of
Imagng. genomic, and other experimental data collected fom the same participants. In
i way. separate experiments on genotypes and bean volumes can inlorm the
FERaarTh Communily On T Over 0N hundred thousand subjacts now in the NDA,

:mmmm Brain imaging) in object-based Mwm
R supports Te deployment of packages (created hrough the NDA fools) %o
an Amazon Web Service Oracie database. The NDA envisions real-ime computation
SORESE Ao Satasets That Can De IniSated without he reed 1O downioad Al packages.
m.mmdﬁmmmmu‘%w
@5 ° Ths slows researchers usng NOA cloud and ppelres
1 wriie any analysed dats drectly Back 10 the database. Databases can aso
Do pOpUiated with your own rrw Of evaluated data and uploaded drecty back Mo the
NOA for & strearmired data submission drectly om a hosted database.

o hERe Snger mh govicioud overvigw hom
138 Ganamics: GT Scand om CSIRO In Australia

New HPC parsdigms. In 2016, the Commonwealth Sciensfic and Incustrial Research
(CSRO - nmmmhMMhM)

used Lamdca funcions 10 completely ;

Scan Tt had Deen developed n & radtional ¢

CRISPR gene editing sites Mrough smuiabon

CRISPR gons ediing shos tvough smusion. TR ol [=] o [of IV EY =N of- -1
Step-by-step tutorials and links to further tutorials
Weritten in the right tone for researchers

Gevelopers at CSIRO.

ANS Lamdca (see chapier 7.5) is a service that d
of anguages Nt The cloud natively, Tggered d
The rirastructure (hardware, operating system
LamSca & managed by AWS and scales rapidly,
PAICAEIZEC TeatTaNt, Dacaule Te . :
cramatcaly A mmpuu—m-m mnmw
jobs ranges fom 1 second 10 § minutes. This fast fluctuation In load over minutes rather
T hours, a0 T need for rapid lum-around Smes meant that large amounts of server
Rirdaare could end up ide simply waling for & job 1o arrive. A raive EC2-based
Solton would also be limited, since new Instances - which may take minutes to deploy
« would come oniine 100 siowly 10 keep the runtime stable. 8.t with AWS Lambda, the

Moy s - o3 3 - X010 0BG Page 10

AWS Researcd Cuna Pragram amazon
web services

Acceleratng Scerce ane Faovason

these models on GPU instances in the coud. This is just the beginning! You can run
Jupyter notebooks on any instance types avallable in EC2. You can use o run
big data analytcs using Amazon EMR (a managed Hadoop platform on AWS), and you
can even control HPC clusters from the comfort of your Jupyter Notebook as wedl,
We'd also love 10 hear about your use case and what you're looking 1o do with AWS.

Don't forget to the turn your AWS resources off when you are finished!

9.3.4 Further tutorials

mmmmmmmmmm

UK Met Office has made 8078 of MOGREPS dataset with
matsorological (weather) data available on 53 through ™e
AWS Open Data program. They've published 2 tuloris
nolebooks showing you how to pull data from the data set,
manipulate it, and visualze It It uses the Irs python lbrary for
mamo—

1he Awesome Data S4Mnce YouTube video tutorial Is an excelent
series of tutorials about using Jupyter for the basics of Data Sclence In

Python. All the tutorials meationed In this video tutorial seres are svalable in thelr Qi
repository s well,

Rastarthars Mandoos -~ «2 0 -~ 21T 008N Page 7



AWS Researcher’s Handbook

MBS Resesh St Pragrom ramazon
Sasatemtins Suisans and ussatin web services
i e R AWS Resserch Clowd Prograe amazon
R e et L web sorvices
Procuct > Comgany rore Page
Alces Flight Lid. nittpiiwww aices-fight com Who is it for?

Alcas Fight Sole is designed for wse by end-users - Thats the scientists, researchers,
ANGINOOrs and S0Mware Sevelopers who activaly run compuin workionds and process
data. Fight provides %o0ls that enable seif-sorvice - It's very configurable, and can be
expanded by Indvicual users 10 deliver a scalable platform for CoOmMpuiatonal worioads.
Proroquisites
To @ot stared you noeed thiee things:

*  Accoss 10 50Me compuiers

+ A chent device
*  Acooss 10 cloud rosowrces (AWS Acoount)

Muw“mum:gggg-

MMIﬂM’

12.3 Alces Flight

Aces Flight Compute provides a fully-featured, scalabie
Cemputing (HPC) ervironmaent for
computng. Compatible with both on-
Gemand and spot iInstarces, Fight rapidly delivers a whole
HPC custer, ready 1o QO and complete with job scheduler
and appicatons.
omuzmn.mammtwn
COronment 10 sacurty. with and graphical-deskiop {
connecivity for users. Data management tools for POSIX alcesﬂlght
and S3 obyect storage are also iIncluded to help users
ransfer fles and manage storage resources.

Detailed 2-4p descrlptlon of Partner solutlons
Shows the scope of our ecosystem.

Many 3" partles invest in HPC on AWS.

report any Bugs with ™he software, and share knowiedge 10 help
mmmm Thare Is no payment for using this service axcept for
he general requirement 10 be nice 10 oach other.

12.3.1 How Is It accessed? Creating your Chuster
Aces Fignt Compute s available in a 50l user experience in the Marketplace, with The simplast method of launching & dusier in e AWS Marketplace Is by following
muit-user and companion appliances avalable by contactng your AWS Account haso steps:

Manager or Alces Fight directly. Reed on 10 see which version s right for you: 1. Create (f you haven'l siroady) and sign-n 10 your AWS acoount and navigale © e

" 2 WMMNMNWDﬁONMM“

Flght Compute feature Community  Professional L m:mcmwunmcmmumwmm)nuu-
MPC job schaduier (Open Grid Schedulec3GE) * v v 3. Read the product informason and cick on the Continue bumon 10 view detalls on how 1o
Aces Gogwany soteare apsicancn ibaary N v auneh.
Fwactee pazhCa fewico serncon N 4 Aher ciicking he Continue tution Yom Me man product page select the Custom
Secure VPN sccess ! 3 N Launch tab in your browser
) n .
e . " _ N J S, Scrob down the page and select your local AWS region n e Select & Regilon section
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At the INSTITUTIONAL level

Build institutional cloud competency
Support for domain specialists who want to use cloud

Platforms to help end users consume cloud services (credentials,
security, compliance, billing, ...)




Pacific Northwest National Lab (PNNL): Supporting research

The national laboratory system

Pacific Northwest Idaho National ~ National Renewabe
Netional Enorgy
Laboratory ory

Lawrence
Berkeley
National

Laboratory ()

" Thomas
Jofforson
National
Accelerator
Laboratory

Savannah River
National
Laboratory

Los Alamos National B i stional

Accalerator

Laboratory

Enabling research with AWS

solutions
Environments

Staff

As a result, researchers can focus on the problem

Faclf\if Northwest

TIONAL LABCRATORY

@ Office of Science Laboratory

@ National Nuclear Security
Administration Laboratory
@ Office of Fossil Energy Laboratory

@ Office of Energy Efficiency
&Renewable Energy Laboratory

@ Office of Nuclear Energy, Science
& Technology Laboratory

® Office of Environmental
Management Laboratory

* Research is the life blood of the organization

* Researchers should not be troubled with environment
configurations, optimizations, etc.

+ Software engineers provide expertise needed to build applied

» Utilizing AWS has been a turning point.
* AWS has dramatically helped to improve collaboration.
*  AWS fits better with our Agile software processes

PNNL at a glance

@ Fortlng,
Oregon Office

Pacific Northw

NATIONAL LABO
Proudly Operated by Bah

Pacific Northwest

NATONAL LABORATORY

Pl Gt by BaBERe Sivce 965

$920.4 M 104 SRV 318
In R&D U.S. and foreign
expenditures patents granted

E__'I 1,058 l l I 2 FLC Averds !
= ::;T;:‘Tm‘*’ o 5 R&D 100 Awards
Q Research at PNNL: Powered by AWS

4,400 Mike Giardinelli and Ralph Perko \ wt e |
as:::z:i;nﬂ::‘e;ﬁ Pacific Northwest National Laboraturry )|

Richland
Main Campus

November 28,2017

by trada nam
Ipiis

relnvent

Moving to the cloud Pacic Nortiwest

Proudly Operated by Batlelle Since 1965

Drivers
» Lack of resources internally (hardware and people)
» Customer deliverables and demands / deadlines

Concerns
* Cost
* Vendor lock-in

Initial Approach

» Fork-lift model

» Missed out on AWS services

+ Still had operational headaches

Current Approach
» Serverless wherever possible

Our progression to AWS


https://www.youtube.com/watch?v=hcnhdwnSY94

B

Explore the

-specific AWS landing page

AICS

Emory AWS

Reses

A

rch Service

o

=

To create a secure plationm for research
Innovason in the Coud, Emory has
rplemented the iSlicwing

1. ReSearcher-managec Amazon
Wab Servioes (AWS) Accounts
with securty risk assessments
and countenmeasures 10 meet
Emory security and complance
reGuUTeTects

2. Centraly-managed Virtual Private
Coua (VPC) structures, security
PO, and senvice control

Emory AWS Research Service accounts
can be used for DO NON-Senstive Caa
800 SO0ARVe ARIA That s SuDject %
HIPAA ang [ist cther complance
regimes here| regimes. Emory performs
& rsk assessment of each AWS service
G mplements ContsOis a°C
Courtermeasures prescribed by Emory
information security and complance
poicies.

Emory users of the senvice must agree
10 LS8 Deet Dractices and the s and
condtions defired In the Emory Rules of
Behavior for the Emory AWS Research
Service. [Emory AWS Research Service
should Do & Ink 10 These rules for Bosx,
presumably we wil Pave one for AWS

Frontine support for e Emory AWS
Research Service i provoed by AWS
Erterprne Support. UTS provoe
support for UTS-Cetvered sohnors for
AWS, securty and complance controis,
and provisioning. Whenever users
working N AWS need Bepon, Te Dest
20Oroach 13 %0 e an AWS support
ticket from the upper rght-hand comer
of the AWS console. If you Kow you ire
WOrng With § SORAON SEACK Srovided
by the UTS Melpdesk, you may use the
Emory VPCP apploation or ServiceNow
10 fil0 & SUDDON reguest. SLppor Inks
the VICP appicaton for maragng UTS
POVISIONING and AC0ESS Maragement
sSubmit tickets 10 the LTS HMelpdese.

Emory AWS Researth Service charpes
2% DESSOC Mrough 10 The CuSIoMe” vid
and rtagraton with Emory's frarca
accoUNtng syster. When you SN WD
for an a0COUNt 10 Drovioe an accourt
NUTDEr ANG USErs MUS! MANtan & vald
SCoourt rumrer of each of her
accounts. The AWS bl vew arg Cost
Explorer is avalable n each Emory AWS
ACCOUrt 10 held Manage user's AWS
end

rch-aw

Emory Mas exstrg agreemerts et
prefered verdors 1 Drovoe Te Emory
CoOmmunty et Srofesscrdl servee
ANS These vercoors e vetec Oy
Emory and amiar i Emory’s securty
and complance coreon. They can
IOV or-4PCre Ot &
CoOmpetve Tes Feguer rifessora
services for ANS.



https://edscoop.com/emory-university-research-aws-cloud-rich-mendola

Thank You & Homework
Sign up for the Researchers’ Handbook for AWS ataws.amazon.com/rcp . Browse data athitps://registry.opendata. aws

Tutorials:

* |If you have your own AWS account, use that.

e The Alces Flight demo will run in an Alces account, but you won’t have to worry about it.
* You can run the SageMaker demos in this account (today only):

1 1 ignj z e user: unidata ; p/w: unidata2018

1. Alces Flight compute cluster - NAMD tutorial: Launch “Performance Compute (SGE)” cluster at

MM&MMM wait for e-mail confirmation, then tutorlal from

N1tD:/ /40 d O | Ol /C[] d ) arted/environment-u o/using-openfoam-with-3 - IOII..‘I
2. WRF4.0 on AWS: MLWMMWMW.MWD
3. GEOS-CHEM on AWS: hitp.//cloud-gc.readthedocs.io/en/latest/chapter02 beginner-tutorial/quick-start.html

4. Containers + AWS Batch for DNA sequencing

https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/

5. Contalners — WRF Big Weather Web Qapww.higweatherweb org
6. Serverless Computing — PyWren: Lito.//ovwren.io/oagas/gattingstarted him!
then Attps//eithub.com/ovwren/examples/
7. SageMaker Machine Learning labs: files from_hitps://bitlv/2HND2SG ; instructions at

Lttesi//github.com/wlecpang/sagemakerdresearchoworkshop ; further labs at



http://aws.amazon.com/rcp
https://registry.opendata.aws/
https://001868661679.signin.aws.amazon.com/console
https://launch.alces-flight.com/default/launch
http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html
http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php
http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html
https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/
http://www.bigweatherweb.org/
http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/
https://bit.ly/2HhD2SG
https://github.com/wleepang/sagemaker4research-workshop
https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/
https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/

Alces Launch - tokens

. nice-azure-stallion

. vainly-mysterious-parakeet

. magenta-barbarous-pig

. bitterly-cooing-wolverine

. generously-handsome-thermometer
. triumphantly-old-ring

. repeatedly-please-paint-brush

. painfully-dark-deer

. optimistically-worry-alligator

. loud-stallion-parakeet



