


Kevin Jorissen
Seattle

Kevin has 10 years of experience in
computational science, and holds a Ph.D. in
Physics. He developed codes solving the quantum
physics equations for light absorption by
materials, taught workshops to scientists
worldwide, and wrote about high performance
computing in the cloud before it was fashionable.
He worked as a postdoctoral researcher in
Antwerp, Lausanne, Seattle, and Zurich. He
contributed to the WIEN2k code (Density
Functional Theory calculations of material
properties, www.wien2k.at) and the FEFF code (X-
ray and Electron absorption spectra,
www.feffproject.org).

Kevin joined Amazon in 2015 to help accelerate
the adoption of cloud computing in the scientific
community globally.,

BIO

http://www.wien2k.at)/
http://www.feffproject.org/


Agenda

Unidata ask: new technologies & skills transfer

Warmup
1. Running models, HPC, Clusters
2. Data Lakes
3. Containers, AWS Batch, Microservices
4. Serverless Computing
5. Machine Learning, Amazon SageMaker, Notebooks



Thank You & Homework
jorissen@amazon.com

Sign up for the Researchers Handbook for AWS at aws.amazon.com/rcp .  Browse data at https://registry.opendata.aws

1. Alces Flight compute cluster - NAMD tutorial: Launch “Performance Compute (SGE)” cluster at

https://launch.alces-flight.com/default/launch , wait for e-mail confirmation, then tutorial from

http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html

2. Containers + AWS Batch for DNA sequencing:  https://github.com/awslabs/aws-batch-genomics

3. Containers – WRF Big Weather Web: www.bigweatherweb.org

4. Serverless Computing – PyWren: http://pywren.io/pages/gettingstarted.html

then https://github.com/pywren/examples/

5. SageMaker Machine Learning labs:  files from https://bit.ly/2HhD2SG ; instructions at

https://github.com/wleepang/sagemaker4research-workshop ; further labs at 

https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/ and

https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/

http://aws.amazon.com/rcp
https://registry.opendata.aws/
https://launch.alces-flight.com/default/launch
http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html
https://github.com/awslabs/aws-batch-genomics
http://www.bigweatherweb.org/
http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/
https://bit.ly/2HhD2SG
https://github.com/wleepang/sagemaker4research-workshop
https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/
https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/
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AWS and Scientific Workflows

• Agility == “time to discovery”
• Availability of resources, scalability, right-sizing
• Experiment, fail fast, avoid undifferentiated work



AWS and Scientific Workflows

• Agility == “time to discovery”
• Availability of resources, scalability, right-sizing
• Experiment, fail fast, avoid undifferentiated work

• Collaboration
• Data lake model
• Security 
• Sharing
• Infrastructure
• Analytics



Hot off the presses: WWPS AWS Summit
Real-Time Machine Learning on Satellite Imagery: How DigitalGlobe Uses Amazon SageMaker to Massively Scale-up 
Information Extraction from Satellite Imagery

Using AWS and Open Data to Meet the Demands of Disaster Response Situations
Transitioning Geoscience Research to the Cloud: Opportunities and Challenges
AWS Public Datasets: Learnings from Staging Petabytes of Data for Analysis in AWS

Enabling Sustainable Research Platforms in the Cloud
Enabling Research using Hybrid HPC Cloud Computing

Precision Medicine on the Cloud
Transforming Research in Collaboration with Funding Agencies

Enabling Research using Hybrid HPC Cloud Computing
Innovation on the Edge: How Rapid Experimentation with Technology is Achieving Results in the Enterprise With NASA JPL

Accelerating Analytics for the Future of Genomics
Analyzing Data Streams in Real Time with Amazon Kinesis: PNNL's Serverless Data Lake Ingestion
Empowering Every Brain! How Brain Power is using AWS-Powered AI in their Mission to Help People with Autism and Other 
Brain-Related Challenges

… Soon available at https://www.youtube.com/user/AmazonWebServices/videos

https://www.youtube.com/user/AmazonWebServices/videos


Hot off the presses: WWPS AWS Summit

“Earth and Space on AWS” Day
• How Element 84 Raises the Bar on Streaming Satellite Data (Element 84)
• Machine Learning with Earth Observation Imagery (EOS Data Analytics, 

DevelopmentSeed)
• Making Sense of Remote Sensing (Sinergise, SkyWatch)
• Black Sky: Advancing the Geospatial Revolution with Cloud-First Approach 

(SpaceFlight Industries)
• How Can We Answer the Really BIG Questions? (NASA JPL)
• Lessons Learned Migrating Space Operational Systems to the Cloud on AWS 

(Lockheed Martin)
• Earth is Just Our Starting Place: Blue Origin and the Future of Space Technology 

(Blue Origin)



© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Dan Pilone

CTO - Element 84, Inc.

Earth and Space on AWS

Processing and Streaming GOES-16 
Data with AWS Managed Services



© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.

• We leveraged AWS EC2/Spot/ECS and ETS to make ~20 TBs of AWS 
Public Dataset GOES-16 imagery visually navigable at varying levels of 
bandwidth.

• We can apply this approach to lots and lots of data products
• We’ve leveraged AWS Batch (ECS & Spot) to parallelize creation of data 

bundles into ephemeral Archives of Convenience
• Users get convenient, highly elastic access to data that suits their needs, 

in their preferred format.
• All of this costs $0 when not in active use but scales horizontally as big 

as budget allows.

Demo @ https://labs.element84.com/index.html

https://labs.element84.com/index.html
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Overall Data Flow

(e.g. PDS, NASA,
NOAA, USGS, etc.)

On Prem Data Provider
(OPeNDAP, WxS, etc.)

DISCOVERY 
PROCESSING

Processing 
Engine

Archive of Convenience

OVERVIEW UI

PANGEO

JUPYTER 
NOTEBOOK

ETC.

DISCOVERY
UI
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NaNa Yi

Engineer, Development Seed

Marc M Fagan

CEO, EOS Data Analytics

Machine Learning with Earth 
Observation Imagery



http://cs224d.stanford.edu/index.html



Segmentation for detecting building 
footprint and road network

Object detection for 
building counts



- ‘Fully automated’ machine 
learning pipeline;

- Semi-automated machine 
learning that will require our 
professional mappers’ QA and 
mapping objects.



Machine learning outputs Professional mapper tracing

The final output of high-voltage grids



© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.



© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.

“100% Convolutional Neural Network”
Disclaimer – lots of human “training or Indexing” 

“100% Amazon”
Disclaimer – sometimes “fool around” with on-premise Gaming GPUs

All production - Storage, CPU, GPU, Products up on 
AWS 



© 2018, Amazon Web Services, Inc. or its affiliates. All rights reserved.

• Bloomberg – first –of-its-kind financial industries data for commodities, 
futures, derivatives, swaps trading 

InSAR Weekly Ag Crop Production - United States

• Producers– seed , 
manufactures, logistics, 
storage, food 
processors, etc.

• Governments and non-
profit 
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Life Sciences

HPC Workloads in the Cloud
Financial Services Energy & Geo Sciences

Design & Engineering Media & Entertainment Autonomous Vehicles



Elasticity: Natural Language Processing at Clemson University 

550,000 cores & EC2 Spot Instances

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-
ec2-spot-instances/

“I am absolutely thrilled with the outcome of this experiment. The graduate students on the project […] 
used resources from AWS and Omnibond and developed a new software infrastructure to perform 
research at a scale and time-to-completion not possible with only campus resources.” – Prof. Amy Apon, 
Co-Director of the Complex Systems, Analytics and Visualization Institute

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/
https://people.cs.clemson.edu/~aapon/


Elasticity: Natural Language Processing at Clemson University 

550,000 cores & EC2 Spot Instances

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-
ec2-spot-instances/

“I am absolutely thrilled with the outcome of this experiment. The graduate students on the project are 
amazing. They used resources from AWS and Omnibond and developed a new software infrastructure to 
perform research at a scale and time-to-completion not possible with only campus resources. Per-second 
billing was a key enabler of these experiments.” – Prof. Amy Apon, Co-Director of the Complex Systems, 
Analytics and Visualization Institute

.  Browse data at https://registry.opendata.aws

https://blogs.univa.com/2018/06/univa-demonstrates-extreme-scale-automation-by-deploying-more-than-one-million-cores-in-a-single-univa-grid-engine-cluster-using-aws/

YESTERDAY – 1M cores

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/
https://people.cs.clemson.edu/~aapon/
https://registry.opendata.aws/
https://blogs.univa.com/2018/06/univa-demonstrates-extreme-scale-automation-by-deploying-more-than-one-million-cores-in-a-single-univa-grid-engine-cluster-using-aws/


NASA – Climate Research

• Mosaicking 2,500+ QuickBird satellite images into 
100-kilometer (km) x 100-km tiles, which are then 
broken into 25-km x 25-km sub-tiles for 
processing.

• Orthorectifying and mosaicking all satellite data in 
ADAPT

• Identifying trees and shrubs using adaptive 
vegetation classifier algorithms. Estimating 
biomass. Incorporating algorithms to calculate tree 
and shrub height for biomass estimates.

The combined resources of ADAPT and AWS potentially reduce 
total processing time from 10 months to less than 1 month

Source: https://www.nas.nasa.gov/SC15/demos/demo31.html



Accelerators (GPU/FPGA) for HCLS: Children’s Hospital of Philadelphia

The fastest ever analysis of 1000 genomes

• 1,000 pediatric whole genomes
• Average 40X coverage
• Max 60X coverage
• Total runtime 2h 25min
• 1000 FPGA instances

… Available in “AWS App Store” for ~$24 / genome



http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php

http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php


http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php

http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html#quick-start-label

http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php
http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html


WRF Weather Prediction

WRF Scaling and Performance on AWS

Weather and climate models are popular workloads on AWS:
Researchers, businesses (The Weather Channel), financial sector, …



The AWS Console (in your web browser)
Common Services

for HPC Applications



Compute
Basics



Spectrum of Compute Instance Types

M4

General 
purpose

Compute
optimized

C4

C3

Storage and IO
optimized

I3

G2

GPU or FPGA
enabled

Memory
optimized

D2

M3

X1

P2

F1

R4

R3

C5



Selecting an instance type

Instance Type vCPU
Memory 

(GiB)
Storage 

(GB)
Networking 

Performance Physical Processor

Clock 
Speed 
(GHz)

EBS 
Opt

c4.8xlarge 36 60EBS Only 10 Gigabit Intel Xeon E5-2666 v3 2.9Yes

c3.8xlarge 32 602 x 320 SSD 10 Gigabit Intel Xeon E5-2680 v2 2.8No

m4.10xlarge 40 160EBS Only 10 Gigabit Intel Xeon E5-2676 v3 2.4Yes

m4.16xlarge 64 256EBS Only 20 Gigabit Intel Xeon E5-2686 v4 2.3Yes

p2.16xlarge 64 732EBS Only 20 Gigabit Intel Xeon E5-2686 v4 2.3Yes

x1.32xlarge 128 1,9522 x 1,920 SSD 20 Gigabit Intel Xeon E7-8880 v3 2.3Yes

r3.8xlarge 32 2442 x 320 SSD 10 Gigabit Intel Xeon E5-2670 v2 2.5No

CAREFUL: a “vCPU” is a hyperthread, i.e. ½ of a physical core.  
C4.8xlarge has 36 vCPU but 18 physical cores, the way HPC practitioners usually count them.
https://aws.amazon.com/ec2/instance-types/#instance-type-matrix

https://aws.amazon.com/ec2/instance-types/


Instance 
Generation

c4.large
Instance 
Family

Instance 
Size

Amazon EC2 Instances

c4.8xlarge
c4.4xlarge

≈

c4.2xlarge

≈

c4.xlarge

≈



Launching an Instance from an AWS Machine Images (AMI)

AMI

Instance == virtual server

AMI == virtual machine image



An AWS Availability Zone

AZ

AZ

AZ AZ AZ

Transit

Transit

Data Center

Data Center

Data Center

Data Center



An AWS Region

AZ

AZ

AZ AZ AZ

Transit

Transit



The AWS Global Infrastructure



Storage
Basics



Amazon S3

Secure, durable, 
highly-scalable object 
storage. Fast access, 
low cost.

For long-term durable 
storage of data, in a 
readily accessible 
get/put access format.

Primary durable and 
scalable storage for 

HPC data 

Amazon Glacier

Secure, durable, long 
term, highly cost-
effective object 
storage.

For long-term storage 
and archival of data 
that is infrequently 
accessed.

Use for long-term, 
lower-cost archival 

of HPC data

EC2+EBS

Block storage device 
(SSD or HDD) for file 
system attached to 
EC2 instance. Can 
build parallel file 
system (e.g., using 
Intel Lustre).

For near-line storage 
of files optimized for 
high I/O performance.

Use for high-IOPs, 
temporary working 

storage

AWS Storage Options for HPC Workloads

EFS

Highly available, 
multi-AZ, fully 
managed network-
attached elastic file 
system.

For near-line, highly-
available storage of 
files in a traditional 
NFS format (NFSv4).

Use for read-often, 
temporary working 

storage



Combining Compute and Storage

AMI
Virtual Machine 

Configuration

Instance

Running or 
Stopped

AWS cloud

Availability Zone region

security group

Amazon EBS

EBS 
Snapshots

S3 Buckets

Blo
ck

Object



Network
Basics



We can build a cluster: 



Using a compute cluster in the cloud

Shared File Storage

Cloud-based, scaling HPC cluster

Cluster head node with
job scheduler

Amazon S3
and 

Amazon 
Glacier

Thin or Zero Client
- No local data -



• Popular scientific applications prepackaged
• Deploys in ~5 minutes.
• Familiar job schedulers, scientific applications, and shared file system.
• Install any software you need.
• No job queues – it’s your personal cluster.
• Access to the graphical console.
• Deploys in minutes.
• Scales as large as needed when 
you add jobs to the queue, and 
scales back down when the jobs 
are done.

Using a compute cluster in the cloud

Self-scaling HPC clusters instantly ready to compute, billed by the hour and use the AWS 
Spot market by default, so they’re very low cost



Using a compute cluster in the cloud

Self-scaling HPC clusters instantly ready to compute, billed by the hour and use the AWS 
Spot market by default, so they’re very low cost

Command Line (ssh) Graphical Console

NAMD example shown:  http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html

http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html


Controlling your AWS resources

• 1. Web browser (point-and-click)

• 2. Command-line interface  (script, automate)

• 3. SDKs  (GUIs, platforms, science gateways)

https://aws.amazon.com/cli/

https://aws.amazon.com/cli/


Amazon S3
storage of input/output

R4
P3 P3 P3
P3 P3 P3 R4

C5

C5

C5 C5

C5 C5

GPU cluster
visualization

CPU cluster
weather model

Compute clusters in the cloud are fit for purpose



Amazon S3
storage of input/output

R4
3

R4

Compute clusters in the cloud are ephemeral



Compute clusters in the cloud are elastic
morning afternoon evening

t

c c

t

c

t



Tightly and loosely coupled workloads

Cluster HPC
Tightly coupled, 
latency sensitive 

applications
Use larger EC2 

compute instances, 
placement groups, 

enhanced networking

Grid HPC
Loosely coupled, HTC, 

pleasingly parallel 
Use a variety of EC2 

instances, multiple AZs, 
Spot, Auto Scaling, 

Amazon SQS

Ensemble?
Run all members at once! 



Performance for Fluid Dynamics on AWS
ANSYS Fluent

• AWS c4.8xlarge
• 140M cells
• F1 car CFD benchmark

http://www.ansys-blog.com/simulation-on-the-cloud/

http://www.ansys-blog.com/simulation-on-the-cloud/


Data Lakes and Collaboration

3



• AWS is built from the ground up with sophisticated, real-world security: share without 
giving up security.

• Use AWS worldwide network and data centers to reach your collaborators.

• Collaborators can analyze your shared data in their own account, and run your shared 
applications in their own account, at their own expense.

• Not necessary for everyone to download a copy of the dataset: everyone can bring 
analytics to central copy.

• You retain full ownership.  Data never leaves a country (“data residency”) unless you 
explicitly move it.

It’s typically time-consuming and expensive to acquire, store, and analyze large data sets. 
Sharing data on AWS makes it accessible to a large and growing community of 
researchers who use the AWS cloud.

Collaborating on scientific data in the cloud



Montreal

Virginia

Ohio

GovCloud
Northern
California

Oregon

Sao Paulo

Dublin

London Frankfurt
Paris

Mumbai

Singapore

Sydney

Tokyo

Seoul

BeijingNingxia

Global Platform for Global Collaboration

18 
Regions

52
Availability
Zones

As of Jan  25 , 2018

Stockholm 
(Coming Soon)

GovCloud East
(Coming Soon)

Hong Kong
(Coming Soon)Bahrain

(Coming Soon)

All regions are sovereign, meaning your data never leaves 
that location unless you cause it to.

Bring the users and compute to the data; don’t send the data to the users.



Collaborating on scientific data in the cloud

AthenaGlue



Collaborating on scientific data in the cloud

Athena

NOAA- NEXRAD on AWS S3, usage increased 2.3x



Public Datasets on AWS

Many of our customers, such as Esri, the Weather Company, and the Climate 
Corporation rely on quality open data as much as they rely on our computing, 
storage, and other services.

To stimulate innovation, AWS hosts a selection of datasets that anyone can access 
for free. Data in our public datasets is available for rapid access to our flexible and 
low-cost computing resources.

Earth Science
• Landsat
• NEXRAD
• NASA NEX

Life Science
• TCGA & ICGC (used at OICR) 

• 1000 Genomes
• Genome in a Bottle
• Human Microbiome Project
• 3000 Rice Genome Internet Science

• Common Crawl Corpus
• Google Books Ngrams
• Multimedia Commons

https://aws.amazon.com/public-datasets/

https://aws.amazon.com/public-datasets/


IT’S ABOUT SCIENCE, 
NOT SERVERS.

aws.amazon.com/rcp

We recognise that whilst research is 
often a compute-intensive activity, 
most researchers are not IT experts.

We want to simplify research in the 
cloud with easy-to-use tools for 
researchers and their students, and 
share the catalogue of “researcher-
obsessed” products and services
created by many of our partners.

Elevation
Models

Aerial
Imagery

Climate
Models

Satellite
Imagery

High-resolution
Radar

aws.amazon.com/earth

AWS hosts a selection of public datasets that anyone can access for free. 

Collaborating on scientific data in the cloud



Registry of Open Data on AWS (RODA)

https://registry.opendata.aws

https://registry.opendata.aws/


NASA Image and Video Library (2017)

https://aws.amazon.com/partners/success/nasa-image-library/

• Easy Access to the Wonders of Space. Fully 
compliant with Section 508 of the 
Rehabilitation Act.

• Built-in Scalability. “On-demand scalability 
will be invaluable for events such as the solar 
eclipse that’s happening later this summer—
both as we upload new media and as the 
public comes to view that content,” says Bryan 
Walls, Imagery Experts Deputy Program 
Manager at NASA.

• Good Use of Taxpayer Dollars. By building 
its Image and Video Library in the cloud, 
NASA avoided the costs associated with 
deploying and maintaining server and storage 
hardware in-house. Instead, the agency can 
simply pay for the AWS resources it uses at 
any given time.

https://aws.amazon.com/partners/success/nasa-image-library/


”

“
U.K. Met Office Uses AWS to Deliver Tailored Meteorological Data

The Met Office has been a widely respected 

national weather service in the United Kingdom 

for 160 years.

“We are using the AWS Cloud 

to drive the mass-market 

availability of customizable 

weather information.

• Needed the means to send weather data to 

device users and third-party customers.

• Deployed Amazon ElastiCache to respond 

to peak demands. 

• Attracted more than half a million users 

with its WeatherCloud app. 

• Scaled data storage tenfold and reduced 

solution costs by 50 percent. 

• Enabled innovation of big data services in a 

competitive landscape. 

James Tomkins
Head of Enterprise IT Architecture 

Met Office

”

“

https://aws.amazon.com/solutions/case-studies/the-met-office/
https://aws.amazon.com/about-aws/whats-new/2017/08/uk-met-office-high-resolution-weather-forecast-data-is-now-on-aws/

https://aws.amazon.com/solutions/case-studies/the-met-office/
https://aws.amazon.com/about-aws/whats-new/2017/08/uk-met-office-high-resolution-weather-forecast-data-is-now-on-aws/


NIH initiatives: National Cancer Institute – Cloud Resources

http://www.cancergenomicscloud.org

Funded projects to create collaborative environments on cloud

http://www.cancergenomicscloud.org/


NCI Cancer Research Data Commons



NIH Data Commons Pilot

• Create a research ecosystem

• Components include:

– Computing environments 

(HPC, cloud)

– Data with Common Digital 

Object ID's

– Software for resource 

provisioning, data discovery, 

scientific applications and 

workflows

https://commonfund.nih.gov/bd2k/commons

https://commonfund.nih.gov/bd2k/commons


Containers, AWS Batch, Microservices
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Using Containers



Using Containers



Using Containers

Also see: Jupiter talk by Luke on Tuesday



Using Containers

AWS Batch – a managed service for container based jobs

Tutorial using AWS Batch for DNA sequencing:  https://github.com/awslabs/aws-batch-genomics

Container Based: Each job is a Docker container with runtime parameters.  Submit tens to 
millions of jobs to a queue, with priority and job dependency options.
Fully Managed:  No software to install or servers to manage. AWS Batch provisions, manages, 
and scales the infrastructure needed to run the jobs.
Cost optimization: use spot instances or reserved instances to get the most research possible 
out of your research budget.

https://github.com/awslabs/aws-batch-genomics


Using Containers

DNA Sequencing



“Job-A”

“Job-C”

C:0

…

C:1

C:2

C:3

C:9999

D:0

D:1

D:2

D:3

D:9999

“Job-D”“Job-B”

B:0

…

B:1

B:9

B:2
“Job-E”

Heavy Network 
I/O

CPU
Intensive

Large
Memory

Setup Cleanup



Building High-Throughput Genomics Batch Workflows on AWS

https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/

https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/


Serverless Computing
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Serverless Computing: AWS Lambda

Bring your own code
• Node.JS, Java, Python

• Java = Any JVM based 
language such as Scala, 
Clojure, etc.

• Bring your own libraries

Flexible invocation paths
• Event or RequestResponse 

invoke options
• Existing integrations with 

various AWS services

Simple resource model
• Select memory from 128MB 

to 1.5GB in 64MB steps
• CPU & Network allocated 

proportionately to RAM

• Reports actual usage

Fine grained permissions
• Uses IAM role for Lambda 

execution permissions
• Uses Resource policy for 

AWS event sources

AWS Lambda is a service which allows for software functions in a variety of languages to be deployed 
into the cloud natively, and to be triggered directly or driven by events in the cloud. The infrastructure
(hardware, operating system and software environment) for Lambda is managed by AWS and scales rapidly. 



Two examples of HPC on Lambda

def my_function(b):

x = np.random.normal(0, b, 1024)

A = np.random.normal(0, b, (1024, 1024))
return np.dot(A, x)

pwex = pywren.default_executor()
res = pwex.map(my_function, np.linspace(0.1, 100, 1000))

PyWren.io

PyWren lets you run your existing 
python code at massive scale via AWS 
Lambda

CSIRO have built quickly 
scaling genomics analysis on 
AWS Lambda



Pywren: Lambda in the context of Grid Computing

Source: “Occupy the Cloud: Distributed Computing for the 99%”
https://arxiv.org/pdf/1702.04024.pdf

Pywren democratizes parallel scaling capabilities that used to be the sole preserve of large super-computing 
centers.  Tutorial: http://pywren.io/pages/gettingstarted.html then https://github.com/pywren/examples/

http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/


CSIRO – Cloud-based CRISPR prediction
• CSIRO used AWS Lambda functions to completely re-engineer a cluster 

HPC workload to identify optimal gene editing sites for personalized 
treatment. 

• “GTScan-2” job runtime varies from 1 second to 5 minutes, because the 
complexity of the targeted gene can vary dramatically.

• Rapid turn-around times are needed for real-time analysis.
• Server-based solutions can’t be provisioned efficiently to handle the variability 

and quick turn-around – either you have lots of servers sitting idle, or you 
have to wait minutes for new servers to spin up.

• Deployed using AWS Lambda, the GTScan-2 runtime is stable at a few 
minutes per complete job, no matter how many jobs (i.e. genetic samples) 
are sent to it.

• Re-casting of the code took only a few weeks. GT-Scan2
Ranked choices



CSIRO – CRISPR search with AWS Lambda
GT-Scan2.0 is implemented as a 
microservices architecture using AWS 
Lambda

Serverless:
• Does not require users to

have high-compute power

Scalable:
• Can be easily scaled to

whole genome analysis

Also implement as a “stand-alone”
• Can be run on local servers
• Can incorporate your own ChIP-seq

data rather than public data
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RISELab (Real-time Intelligent Secure Execution)

Collaborative 5-year effort between UC Berkeley, National Science Foundation,
and industry partners. (2017-2021) – AWS is founding partner. https://riselab.cs.berkeley.edu

• Students and researchers at RISELab use AWS to rapidly prototype and develop 
new systems at a scale and with a speed not possible before.

• Resulted in Apache Spark, developed on AWS, and integrated with AWS core services.

Berkeley Data Analytics Stack

GOAL: 

https://riselab.cs.berkeley.edu/


Deep Learning using clusters to improve accuracy

You can train a ML model on your laptop but …

In order to train a very ACCURATE model
that can make real-world predictions
that is publishable and cutting-edge …
You will need a much LARGER training 
dataset and training job that you can ONLY
run on a cluster, possibly using GPU servers.

A job for EXPERTS?

Þ AMAZON SAGEMAKER

<go to SageMaker deck>
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missing manual

Written by Amazon’s Research Computing 
community for scientists.

• Explains foundational concepts about how AWS 
can accelerate time-to-science in the cloud.

• Step-by-step best practices for securing your 
environment to ensure your research data is safe 
and your privacy is protected.

• Tools for budget management that will help you 
control your spending and limit costs (and 
preventing any over-runs).

• Catalogue of scientific solutions from partners 
chosen for their outstanding work with scientists.

aws.amazon.com/rcp

http://aws.amazon.com/rcp


AWS Researcher’s Handbook

aws.amazon.com/rcp

The topics that matter to researchers
One-stop tutorial: no more getting lost on the AWS website



aws.amazon.com/rcp

Science use cases
Step-by-step tutorials and links to further tutorials
Written in the right tone for researchers

AWS Researcher’s Handbook



aws.amazon.com/rcp

Detailed 2-4p description of Partner solutions:
Shows the scope of our ecosystem.
Many 3rd parties invest in HPC on AWS.

AWS Researcher’s Handbook



At the INSTITUTIONAL level

Build institutional cloud competency
Support for domain specialists who want to use cloud
Platforms to help end users consume cloud services (credentials, 
security, compliance, billing, …)



Pacific Northwest National Lab (PNNL): Supporting research

18 hours
205,000 materials analyzed

156,314 AWS Spot cores at peak
2.3M core-hours

Total spending: $33K
(Under 1.5 cents per core-hour)

https://www.youtube.com/watch?v=hcnhdwnSY94

https://www.youtube.com/watch?v=hcnhdwnSY94


Emory-specific AWS landing page

https://edscoop.com/emory-university-research-aws-cloud-rich-mendola

https://edscoop.com/emory-university-research-aws-cloud-rich-mendola


Thank You & Homework
Sign up for the Researchers’ Handbook for AWS at aws.amazon.com/rcp .  Browse data at https://registry.opendata.aws

Tutorials:
• If you have your own AWS account, use that.
• The Alces Flight demo will run in an Alces account, but you won’t have to worry about it.
• You can run the SageMaker demos in this account (today only): 

https://001868661679.signin.aws.amazon.com/console user: unidata ; p/w: unidata2018

1. Alces Flight compute cluster - NAMD tutorial: Launch “Performance Compute (SGE)” cluster at
https://launch.alces-flight.com/default/launch , wait for e-mail confirmation, then tutorial from

http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html
2. WRF4.0 on AWS: http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php
3. GEOS-CHEM on AWS: http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html
4. Containers + AWS Batch for DNA sequencing:

https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/
5. Containers – WRF Big Weather Web: www.bigweatherweb.org
6. Serverless Computing – PyWren: http://pywren.io/pages/gettingstarted.html

then https://github.com/pywren/examples/
7. SageMaker Machine Learning labs:  files from https://bit.ly/2HhD2SG ; instructions at

https://github.com/wleepang/sagemaker4research-workshop ; further labs at 
https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/ and
https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/

http://aws.amazon.com/rcp
https://registry.opendata.aws/
https://001868661679.signin.aws.amazon.com/console
https://launch.alces-flight.com/default/launch
http://docs.alces-flight.com/en/stable/getting-started/environment-usage/using-openfoam-with-alces-flight-compute.html
http://www2.mmm.ucar.edu/wrf/OnLineTutorial/wrf_in_cloud_aws_tutorial.php
http://cloud-gc.readthedocs.io/en/latest/chapter02_beginner-tutorial/quick-start.html
https://aws.amazon.com/blogs/compute/building-high-throughput-genomics-batch-workflows-on-aws-introduction-part-1-of-4/
http://www.bigweatherweb.org/
http://pywren.io/pages/gettingstarted.html
https://github.com/pywren/examples/
https://bit.ly/2HhD2SG
https://github.com/wleepang/sagemaker4research-workshop
https://developmentseed.org/blog/2018/01/19/sagemaker-label-maker-case/
https://aws.amazon.com/blogs/machine-learning/simulate-quantum-systems-on-amazon-sagemaker/


Alces Launch - tokens

• nice-azure-stallion

• vainly-mysterious-parakeet

• magenta-barbarous-pig

• bitterly-cooing-wolverine

• generously-handsome-thermometer

• triumphantly-old-ring

• repeatedly-please-paint-brush

• painfully-dark-deer

• optimistically-worry-alligator

• loud-stallion-parakeet


