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•  EOSC, ECAS and EOSC-hub 

•  Ophidia 
–  Architecture 1.0 

•  Storage model 

•  Primitives 

•  Data and metadata operators 

–  Architecture 2.0 
•  Workflow support 

–  Some real use cases 

•  PyOphidia  

•  Native I/O server for in-memory analytics 

•  ECASLab in the context of EOSC-hub 
•  Jupyter-Hub, Grafana, Workflow IDE 

•  Future work and conclusions 
•  Looking forward 

•  Website, github, youtube, pypi, …material for hands-on 

Outline	



 

EOSC,  
ECAS & Ophidia 



The context: European Open Science Cloud


ü  The European Open Science Cloud (EOSC) is an ambitious program will 
offer a virtual environment with open and seamless services for storage, 
management, analysis and re-use of research data, across borders and 
scientifc disciplines by federating existing scientifc data infrastructures, 
currently dispersed across disciplines and Member States.




ü  This programme will deliver an Open Data Science Environment that 

federates existing scientific data infrastructures to offer European 
science and technology researchers and practitioners seamless access to 
services for storage, management, analysis and re-use of research data 
presently restricted by geographic borders and scientific disciplines.










ENES Climate Analytics Service (ECAS)


EOSC-hub receives funding from the EU’s Horizon 2020 research and innovation programme under grant agreement No. 777536.


ü  The ENES Climate Analytics Service 
(ECAS), proposed by CMCC & DKRZ in 
EOSC-hub supports climate data analysis


ü  It is one of the EOSC-Hub Thematic 
Services and has been ranked as the 1st out 
of 64 Thematic Service proposals


ü  ECAS builds on top of the Ophidia big data 
analytics framework with components from 
INDIGO-DataCloud, EUDAT and EGI


ü  The Analytics-Hub is a paradigm joining data 
and computing able to provide a multi-
model environment for CMIP-based 
analytics experiments in ESGF


The	European	Commission	launched	the	European	Open	ScienceCloud	Ini?a?ve	to	
capitalise	on	the	data	revolu?on.	EOSC	will	provide	European	science,	industry	and	public	
authori?es	with	world-class	digital	infrastructure	that	bring	state	of	the	art	compu?ng	and	

data	storage	capacity	to	the	finger?ps	of	any	scien?sts	and	engineer	in	the	EU.




ECAS and the European Open Science Cloud 
•  ECAS:	a	data	analy1cs	service	for	EOSC	

–  ENES:	European	Network	for	Earth	System	Modelling	
–  targets	the	climate	community	at	large	

•  Involved	ins?tu?ons:		
–  DKRZ:	German	Climate	Compu?ng	Center		
–  CMCC:	Euro-Mediterranean	Center	on	Climate	

Change	Founda?on	

•  Enable	server-side	workflows	for	Earth	system	
researchers	and	beyond	

•  Induce	cultural	change:	No	more	“download	
and	process	at	home”	

•  ECASLab	is	the	virtual	environment	for	ECAS	
–  Integrate	several	UNIDATA	soSware	(NetCDF	lib,	

THREDDS	and	IDV) 		

•  ECAS	is	based	on	the	Ophidia	big	data	
analy1cs	framework	

EOSC-hub receives funding from the EU’s Horizon 2020 research and innovation programme under grant agreement No. 777536.




Ophidia: a scientific big data analytics framework

Ophidia (http://ophidia.cmcc.it) is a  CMCC Foundation  research 
project addressing fast and big data challenges for eScience 

It provides support for declarative, parallel, server-side data 
analysis exploiting parallel computing techniques and database 
approaches

It provides end-to-end mechanisms to support complex 
experiments and large processing workflows on scientific 
datacubes



Big data challenges and the paradigm shift	

S. Fiore, A. D’Anca, C. Palazzo, I. Foster, D. N. Williams, G. Aloisio, “Ophidia: toward bigdata analytics for 
eScience”, ICCS2013 Conference, Procedia Elsevier, Barcelona, June 5-7, 2013 

Volume, variety, velocity are key challenges for big data in general and for climate 
change science in particular. Client-side, sequential and disk-based workflows are three 
limiting factors for the current scientific data analysis tools.  
 
 



Requirements and needs focus on: 
v  Time series analysis 
v  Data subsetting 
v Model intercomparison 
v Multimodel means 
v Massive data reduction 
v  Data transformation (through array-based primitives) 
v  Param. Sweep experiments (same task applied on a set of data) 
v  Climate change signal 
v Maps generation 
v  Ensemble analysis 
v  Data analytics worflow support 
But also… 
v  Performance  
v  re-usability 
v  extensibility 

Data analytics requirements and use cases



Ophidia in a nutshell
✔  Big data stack for scientific data analysis 
 
✔  Features: time series analysis (array-based analysis), data subsetting (by 

value/index), data aggregation, model intercomparison, OLAP, etc. 

✔  Use of parallel operators and parallel I/O 

✔  Support for complex workflows / operational chains 
 
✔  Extensible: simple API to support framework extensions like new operators 

and array-based primitives 
✔   currently 50+ operators and 100+ primitives provided 

✔  Multiple interfaces available (WS-I, GSI/VOMS, OGC-WPS).  
 
✔  Programmatic access via C and Python APIs 

✔  Support for both batch & interactive data analysis 



Server-side paradigm and the datacube abstraction	
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Oph_Term: a terlminal-like commands 
interpreter serving as a client for the 
Ophidia framework 
 
Ophidia framework : declarative, 
parallel server-side processing 
 
Through the oph_term the user can 
send commands to the Ophid ia 
framework to manipulate datasets 
 
Three interaction modes: 
Operators, Workflows, Python Apps   

User metadata 
information 

Metadata provenance 

System 
metadata of the 
datacube (size, 
distribution, etc.) 



 

Ophidia architecture 1.0 
Storage model, primitive & operators 

 



Ophidia Architecture (sw stack view)	

Front 
end	

Compute 
layer	

I/O 
layer	

I/O server 
instance	

Storage 
layer	

System  
catalog	

Array-based primitives	

Analytics Framework   

Standard interfaces 

Partitioning/hierarchical data mng 

Declarative language	

New storage model	



Storage model and chunks distribution	

Front 
end	

Compute 
layer	

I/O 
layer	

I/O server 
instance	

Storage 
layer	

System  
catalog	

Partitioning/hierarchical data mng 
New storage model	



–  The Ophidia storage model is a two-step based evolution of the star 

schema to support scientific data management 

–  It relies on implicit (array-based) and explicit (tuple-based) dimensions 

for specific representations of data 

–  The first step includes the support for array-based data 

–  The second step includes a key mapping related to a set of foreign keys 

–  The second step makes the Ophidia storage model and implementation 

independent of the number of dimensions! 

Ophidia storage model	



Storage model (dimension-independent) & implementation 
Array-based support and hierarchical storage 

Parallel I/O	



Data abstraction: cube space perspective 	

Manage the Ophidia file system 
CMD	 BEHAVIOR	

cd	 change	directory	

mkdir	 create	a	new	folder	

rm	 remove	an	empty	folder	or	hide	(logically	delete)	a	
container	

ls	 list	subfolders	and	containers	in	a	folder	

mv	 move/rename	a	folder	or	a	container	

…	 …	

TYPE	 CONTENT	

Text		 Plain	text	metadata	

image	 Binary	string	representa?on	of	an	image	

video	 Binary	string	representa?on	of	a	video	

audio	 Binary	string	representa?on	of	an	audio	stream	

url	 Text	represen?ng	an	URL	

Metadata associated to the datacubes 

Search & Discovery 

User metadata 
information 

Metadata provenance 

System 
metadata of the 
datacube (size, 
distribution, etc.) 

User 
perspective 
(datacube 

abstraction) 

System perspective (internal storage representation) 



Array-based primitives	

Front 
end	

Compute 
layer	

I/O 
layer	

I/O server 
instance	

Storage 
layer	

System  
catalog	

Array-based primitives	



•  Ophidia provides a wide set of array-based primitives to perform data 

summarization, sub-setting, predicates evaluation, statistical analysis, 

compression, etc. 

•  Primitives come as plugins and are applied on a single datacube chunk (fragment) 

•  They are provided both for byte-oriented and bit-oriented arrays 

•  Primitives can be nested to get more complex functionalities 
 

•  Compression is a primitive too! 

•  New primitives can be easily integrated as additional plugins 

Array based primitives (about 100)	



 

Array based primitives: OPH_MATH (“SIGN”)	
oph_math(measure, “OPH_SIGN”, "OPH_DOUBLE”) 

Single chunk or fragment (input)	 Single chunk or fragment (output)	



OPH_MATH_FUNCTION can be one 
of the macros in the table below	

OPH_MATH_ABS OPH_MATH_DEGREES OPH_MATH_RAND 

OPH_MATH_ACOS OPH_MATH_EXP OPH_MATH_ROUND 

OPH_MATH_ASIN OPH_MATH_FLOOR OPH_MATH_SIN 

OPH_MATH_ATAN OPH_MATH_LN OPH_MATH_SIGN 

OPH_MATH_CEIL OPH_MATH_LOG10 OPH_MATH_SQRT 

OPH_MATH_COS OPH_MATH_LOG2 OPH_MATH_TAN 

OPH_MATH_COT OPH_MATH_RADIANS … 

Array-based primitives: OPH_MATH support	

         oph_math(measure, OPH_MATH_FUNCTION, "OPH_DOUBLE”) 

Ophidia 
typing	

SQL 
 query	

OPH_MATH_FUNCTION MACROS	

Ophidia math plugin	



 

Array based primitives: OPH_BOXPLOT	
oph_boxplot(measure, "OPH_DOUBLE”) 

Single chunk or fragment (input)	 Single chunk or fragment (output)	



 

oph_boxplot(oph_subarray(oph_uncompress(measure), 1,18), "OPH_DOUBLE”) 

subarray(measure, 1,18)	

Array based primitives: nesting feature	

Single chunk or fragment (input)	 Single chunk or fragment (output)	



Array based primitives: oph_aggregate	

oph_aggregate(measure,"oph_avg”)	

Ver?cal	aggrega?on	

Single chunk or fragment (input)	

Single chunk or 
fragment (output)	



Analytics framework and operators	

Front 
end	

Compute 
layer	

I/O 
layer	

I/O server 
instance	

Storage 
layer	

System  
catalog	

Analytics Framework   



The analytics framework: datacube operators
! Data!Operator! Description!

OPH_CONCATNC) Concatenates)a)NetCDF)file)to)a)data)cube.)
OPH_DELETE) Deletes)a)data)cube.)
OPH_DUPLICATE) Duplicates)a)data)cube.)
OPH_EXPLORECUBE) Shows)the)content)of)a)data)cube.)
OPH_EXPORTNC) Exports)a)whole)data)cube)into)a)single)NetCDF)file.)

OPH_IMPORTNC)
Creates) new) a) data) cube) importing) data) from) a)
NetCDF)file.)

OPH_INTERCOMPARISON)
Generates) the) difference) valueLbyLvalue) between)
two)homogeneous)data)cubes.)

OPH_INTERCUBE)
It) executes) an) operation) between) two) data) cubes)
and) returns) a) new) data) cube) as) result) of) the)
specified)operation)applied)element)by)element.)

OPH_MERGECUBES)
Merges)the)measures)of)n)input)data)cubes)creating)
a)new)data)cube)with)the)union)of)the)n)measures.)

OPH_PUBLISH) Generates)web) pages) representing) the) data) stored)
in)the)fragments.)

OPH_RANDCUBE) Creates)a)new)data)cube)with)random)data.)

OPH_REDUCE)
Applies) a) data) reduction) operation) along) one) or)
more)implicit)dimensions.)

OPH_SCRIPT) Executes)a)bash)script.)

OPH_SUBSET)
Extracts)a)subset)from)a)data)cube)using)the)values)
of)the)dimensions.)

)

Metadata&Operator& Description&

OPH_CUBEELEMENTS.
Computes. and. displays. the. total. number. of.
elements.contained.in.a.data.cube..

OPH_CUBEIO. Shows.the.provenance.of.a.data.cube..

OPH_CUBESCHEMA. Displays.the.metadata.and.dimension. information.
associated.to.a.data.cube..

OPH_CUBESIZE.
Computes.and.displays.the.total.size.(on.disk).of.a.
data.cube..

OPH_FIND. Finds.a.data.cube..

OPH_LIST.
Displays. the. list. of. data. cubes. and. containers.
available...

OPH_LOGGINGBK. Shows.session.and.job.information..

OPH_MAN.
Shows. a. description. about. an. operator. or.
primitive..

OPH_METADATA. Manages.metadata.information..
OPH_OPERATORS_LIST. Displays.the.list.of.available.operators..

.

About 50 operators for data and 
metadata processing 



The analytics framework: “datacube” operators



The analytics framework: “data” operators



The analytics framework: “metadata” operators



AGGREGATE	ALL	MAX		

FRAGMENT1	–		
1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	 24,35	x1	

FRAGMENT1	–	
64	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

64	

19,78	

12,87	

…	

24,35	
x1	

MERGE	ALL	
FRAGMENT	1	–		

1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

x64	

FRAGMENT	2	–		
1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

FRAGMENT	3	–		
1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

FRAGMENT	4	–		
1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	 24,35	

FRAGMENT	64	–		
1	TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	 24,35	

AGGREGATE	ALL	MAX		

FRAGMENT1	–	10^4	
TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

104	

FRAGMENT2	–	10^4	
TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

104	

FRAGMENT3	–	10^4	
TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

104	

FRAGMENT4	–	10^4	
TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

10^	

FRAGMENT	64	–	10^4	
TUPLE	x	1	ELEM.	

ID		 MEASURE	

1	

2	

…	

10^4	

16,11	

24,35	

…	

FRAGMENT1	–	10^4	TUPLE	x	10^5	ELEMENTS	

ID		 MEASURE	

1	

2	

…	

10	

FRAGMENT2	–	10^4	TUPLE	x	10^5	ELEMENTS	

ID		 MEASURE	

1	

2	

…	

10	

FRAGMENT3	–	10^4	TUPLE	x	10^5	ELEMENTS	

ID		 MEASURE	

1	

2	

…	

10	

FRAGMENT4	–	10^4	TUPLE	x	10^5	ELEMENTS	

ID		 MEASURE	

1	

2	

…	

10^	

x64	

1,95	 8,64	 10,47	 …	 16,11	

14,81	 18,14	 19,93	 …	 24,35	

…	

6,87	 10,99	 12,85	 …	 16,93	

1,95	 8,64	 10,47	 …	 16,11	

14,81	 18,14	 19,93	 …	 24,35	

…	

6,87	 10,99	 12,85	 …	 16,93	

FRAG64	–	10^4	TUPLE	x	10^5	ELEMENTS	

ID		 MEASURE	

1	

2	

…	

10^4	

1,95	 8,64	 …	 16,11	

14,81	 18,14	 …	 24,35	

…	

6,87	 10,99	 …	 16,93	

REDUCE	ALL	MAX		

16,93	x64	

Real	path	through	
4	Ophidia		operators	

Ideal	path	
“3”D	base	
cuboid	

“0”D	apex	
cuboid	

Pipelining analytics operators to reduce data	



 

Ophidia architecture 2.0 
Workflows management, python 
applications, in-memory analytics 



Efficient support for advanced analytics experiments



Architecture evolution

Workflow support on the 
server side

Separation of concerns 
between framework and 
I/O components

Support different I/O 
servers

Native I/O server with 
parallel execution 
engine

Multiple storage 
systems supported



Workflow support
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Analytics workflows support and interfaces



Analytics workflows support and interfaces



Workflow I: climate indicators processing

 
 

!

•  In the CLIPC project, processing chains for data analysis 
are being implemented with Ophidia to compute climate 
indicators 

•  First set of indicators includes: TNn, TNx, TXn, TXx 
•  Input files: 12GBs (TasMin & TasMax) 

•  TNx = max of the min temperatures 
•  TXx = max of the max temperatures 

•  Parallel approach 
•  Inter-parallelism & Intra-parallelism 



Workflow example II: fire danger analysis

COSMO-ME

SSR
(3h) SUBSETTING

[ lat, lon ]

(Apulia & Greece)

EXPORT
Meteo 
Maps

Solar Radiation (SSR) every 3 hours for 3 days

IMPORT
(before: create container)

T2M
(3h) SUBSETTING

[ lat, lon ]

(Apulia & Greece)

EXPORT

Temperature (T2M) every 3 hours for 3 days

IMPORT
(before: create container)

APPLY
conversion

(from K to C)

TP
(3h) IMPORT SUBSETTING

[ lat, lon ]

(Apulia & Greece)

APPLY
shift time 

dimension by 1
(fill value = 0)

INTERCUBE
TP in [ i-3h, i ]

(cube - cube2)

< cube >

< cube2 >

EXPORT

Total Precipitation every 3 hours for 3 days

(before: create container)

U10M
(3h)

V10M
(3h)

SUBSETTING
[ lat, lon ]

(Apulia & Greece)

SUBSETTING
[ lat, lon ]

(Apulia & Greece)

INTERCUBE
Compute wind speed

(abs(U10M,V10M))

EXPORT

IMPORT
(before: create container)

Wind (u10m, v10m, wind_speed) every 3 hours for 3 days

IMPORT
(before: create container)

EXPORT

EXPORT

MAP GENERATION
(daily maps)

Meteo 
MapsMAP GENERATION

(daily maps)

Meteo 
MapsMAP GENERATION

(daily maps)

MULTICUBE
merge

Meteo 
MapsMAP GENERATION

(daily maps)

APPLY
fire danger index

(FWI)

EXPORT MAP GENERATION
(daily maps)

Fire 
Danger 
Maps

FWI Fire Danger Index

APPLY
conversion

(from m/s to km/h)

APPLY
conversion

(from m/s to km/h)

D2M
(3h) SUBSETTING

[ lat, lon ]

(Apulia & Greece)

EXPORT

Relative Humidity (RH) every 3 hours for 3 days
from T2M and D2M (dew point temperature)

IMPORT
(before: create container)

Meteo 
MapsMAP GENERATION

(daily maps)

APPLY
compute saturation

vapor pressure

APPLY
compute

vapor pressure

INTERCUBE
Compute RH

APPLY
conversion

(from decimals 
to percentages)

MULTICUBE
merge

APPLY
fire danger index

(FFWI)

EXPORT MAP GENERATION
(daily maps)

Fire 
Danger 
Maps

FFWI Fire Danger Index

MULTICUBE
merge

APPLY
fire danger index

(IFI)

EXPORT MAP GENERATION
(daily maps)

Fire 
Danger 
Maps

IFI Fire Danger Index

REDUCTION
[ time ] sum

(daily TP)

SUBSETTING
[ time ]

(T2M at noon)

SUBSETTING
[ time ]

(RH at noon)

SUBSETTING
[ time ]

(WS at noon)

IMPORT
previous day 
index values

REDUCTION
[ time ] mean

(day)

REDUCTION
[ time ] mean

(day)

REDUCTION
[ time ] max

(day)

REDUCTION
[ time ] mean

(day)

REDUCTION
[ time ] min

(day)

REDUCTION
[ time ] mean

(day)

REDUCTION
[ time ] max

(day)

REDUCTION
[ time ] sum

(24h-TP at noon)

IMPORT
previous day 
last 12h-TP

EXPORT
 last 12h-TP
of 1st day

OFIDIA main objective is to build a cross-border operational fire danger prevention 
infrastructure that advances the ability of regional stakeholders across Apulia and Ioannina 

Regions to detect and fight forest wildfires 



Workflow example II: fire danger analysis
Runtime Execution

https://www.youtube.com/watch?v=vxbYF1Zhpuc&feature=youtu.be 



Workflow example III: multi-model analytics  
Cloud-enabled, distributed multi-model analytics experiment

•  A	first	experiment	across	sites	was	demonstrated	at	the	1st	
INDIGO	Review,	November	2016	in	Bologna	

•  Strong	synergy	with	the	ESGF	CWT	Roadmap	
•  InternaJonal	collaboraJon	across	the	AtlanJc		
	
S.	 Fiore,	 M.	 Plóciennik,	 et	 al.:	 Distributed	 and	 cloud-based	 mulJ-model	
analyJcs	experiments	on	large	volumes	of	climate	change	data	 in	the	Earth	
System	Grid	FederaJon	eco-system.	BigData	2016:	2911-2918	



INDIGO-DataCloud

•  An	H2020	project	approved	in	January	2015	in	the	EINFRA-1-2014	call	
–  11.1M€,	30	months	(from	April	2015	to	September	2017)	

•  Who:	26	European	partners	in	11	European	countries	
–  Coordina?on	by	the	Italian	Na?onal	Ins?tute	for	Nuclear	Physics	(INFN)	
–  Including	developers	of	distributed	soSware,	industrial	partners,	research	ins?tutes,	

universi?es,	e-infrastructures	

•  What:	develop	an	open	source	Cloud	pladorm	for	compu?ng	and	data	
(“DataCloud”)	tailored	to	science.	

•  For:	mul1-disciplinary	scien1fic	communi1es	
–  E.g.	structural	biology,	earth	science,	physics,	bioinforma?cs,	cultural	heritage,	

astrophysics,	life	science,	climatology	

•  Where:	deployable	on	hybrid	(public	or	private)	Cloud	infrastructures	
–  INDIGO	=	INtegra?ng	Distributed	data	Infrastructures	for	Global	ExplOita?on	

•  Why:	answer	to	the	technological	needs	of	scien1sts	seeking	to	easily	exploit	
distributed	Cloud/Grid	compute	and	data	resources.	

42	



High-level view of the multi-model „precipitation trend 
analysis” experiment

Single	model	precipita?on	trend	analysis	

Mul?-
model	
sta?s?cal	
analysis	



CMIP5	scien1fic	data	analysis	workflow	in	ESGF	

ESGF Nodes
INDIGO FGEngine + Kepler



INDIGO-DataCloud	architectural	solu1on	
 
•  Distributed experiments 

for climate data analysis 
•  Server-side, parallel 

processing 
•  Two-level workflow 

strategy to orchestrate 
large scale experiments 

•  Interoperability with 
ESGF 

•  Access through different 
clients 

–  Kepler 
–  Science Gateway  

•  Interactive and batch 
scenarios 
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REST API
FG Engine

JSAGA

.nc

.nc
.nc

ESGF 
Node

ESGF 
Node ESGF 

Node

Ophidia big data 
framework

Ophidia big data 
framework Ophidia big data 

framework

Kepler

Big data analytics gateway 
for climate change 

(based on FG framework) Other Science 
Gateways & Mobile 
Apps (developed

CLI
Apps

MyExperiment 
Workflow 

Marketplace

HTTP 
PubService 

Identity provider 
Search index, data access

Identity provider 
Search index, data access

Identity provider 
Search index, data access

Search BigData WfMS

Search & discovery 

big data exp. 
submission

Publication

long running 
services

Apps developed by external 
users by leveraging the 

provided APIs

Service deployed on 
demand through the 

INDIGO PaaS

Adaptors interacting with the INDIGO 
PaaS  for dynamic instantiation of cloud 

resources through TOSCA Interfaces

IDC

INDIGO 
Paas

CLI
AppsCLI

Apps



The	paradigm	shih	proposed	&	exploited	in	INDIGO-DataCloud	



Behind the scene: workflow JSON representation	

Youtube video:  https://www.youtube.com/watch?v=PTZkw60YCNU 



Workflow submission	



ü  PyOphidia provides a Python interface to submit commands to the Ophidia Server and to 

retrieve/deserialize the results 

ü  Two classes implemented: 

ü  Client class: connect to the server, navigate into the ophidia file system, submit 

workflows, manage sessions, etc. 

ü  Cube class: manipulate cubes (reduce, subset, operations between cubes, 

intercomparison, etc.), get information on cubes (schema, dimensions, metadata, etc.) 

Programmatic access through the PyOphidia class	



PyOphidia release	

hkps://pypi.org/project/PyOphidia/		



PyOphidia applications: Jupyter notebooks	



Native Ophidia I/O server

The I/O server provides a native solution for the scientific domain 
applications. The requirements for the Ophidia I/O server are:

•  run data analytics tasks in-memory taking advantage of the lower 
latency

•  binary array-oriented engine to efficiently process scientific 
multidimensional data 

•  interact directly with the storage layer to exploit data locality 

•  exploit parallelism at the array-level
•  NoSQL approach based on key-value store providing a declarative 

query language (SQL-like)

•  guarantee extensibility and interoperability of the I/O server to 
support multiple storage back-ends



Parallel support: in-depth view of the parallel reduce	
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Experimental results (in-memory I/O server)
Execution time is measured by scaling up the number of parallel tasks
Two metrics are evaluated:
•  efficiency (speedup/computational resources)
•  throughput (data processed/time unit)

With 128 cores it is around 30x faster than MySQL I/O engine!
Full benchmark is ongoing on the Athena Cluster at CMCC SCC

CORES		
NUMBER	

EXECUTION	
TIME	[s]	

EFFICIENCY	
	

THROUGHPUT	
[GB/s]	

1	 388,50	 1,00	 0,97	

2	 197,51	 0,98	 1,90	

4	 97,96	 0,99	 3,83	

8	 49,52	 0,98	 7,57	

16	 25,39	 0,96	 14,77	

32	 13,22	 0,92	 28,36	

64	 7,11	 0,85	 52,72	

128	 4,29	 0,71	 87,47	

3D dataset, 375GB, 2.1M time series, 24K elements each (50 Billions elements)
8 nodes, 16 cores each, 128 cores in total

Max computation over time dimension, 2D result (map)	



Parallel import and the new import2 (10X speedup)	
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ECASLab in the  
EOSC-hub context 



ECASLab: a user-oriented environment for data 
analysis and visualization 


✔  ECASLab	is	an	integrated	scienJfic	environment	for	scienJfic	data	management	

✔  It	provides	a	ready-to-use	mulJ-node	ECAS	(ENES	Climate	Analy2cs	Service)	to	perform	
data	analyJcs	on	scienJfic	datasets	

✔  Currently	setup	at	at	CMCC	(Italy)	and	DKRZ	(Germany)	

✔  It	 integrates	 data,	 analysis	 and	 visualiza2on	 tools	 in	 a	 user-friendly	 environment	
accessible	with	light-weight	clients	(i.e.	a	desktop	bash-like	client	and	a	web	GUI)	

✔  It	exposes	a	JupyterHub	service	to	create,	execute	and	share	Jupyter	notebooks	(Python-
based)	supporJng	live-code	and	visualizaJon	

✔  File	system	navigaJon,	file	ediJng,	upload	and	download	supported	via	web	

✔  Released	on	May	2017,	with	an	iniJal	set	of	services:	
✔  Simple	quick	start	&	registraJon	form	available	
✔  JupyterHub,	OPeNDAP/THREDDS/IDV,	ECAS	Terminal	
✔  Monitoring	system	based	on	Grafana			
✔  Besides	PyOphidia	Several	Python	libraries	available	for	analysis	&	visualizaJon	
✔ Workflow	IDE	(alpha	release)	



ECASLab in a nutshell




ECASLab: Jupyter user local folder




ECASLab: Jupyter notebooks




ECASLab: ECAS Terminal (from Jupyter)




ECASLab: Grafana monitoring interface

ü  Based on grafana  

ü  It provides real-time 

monitoring of the ECAS 

cluster 

ü  Used internally by admins 

ü  It also supports application-

level monitoring (for wf) 



 

Looking forward 
Workflow IDE and Server-side machine 

learning 



ECASLab and the analytics workflow IDE

Analytics IDE - main page 	



Easy and automated generation of JSON code

DTR	workflow	schema	in	Ophidia	
Analytics	IDE		

Portions	of	the	JSON	
Request	

OPH_FOR	

OPH_REDUCE2	



Long Short-Term Memory Network for Time Series Prediction

•  	We	modeled	the	?me	series	as	a	
supervised	learning	problem,	that	
is,	as	a	sequence	of	inputs	and	
outputs.	

•  	At	each	stage,	the	network	
receives	as	input	the	n	values	in	
the	past	from	a	?me	t.	The	output	
is	h	nodes	represen?ng	the	values	
in	the	future.	

•  	The	goal	of	the	network	is	to	learn	
the	mapping	from	the	input	to	the	
output.	

•  	Hopefully,	the	LSTM	is	able	to	
capture	some	kind	of	temporal	
dependence	in	order	to	get	beker	
predic?ons.	



Ophidia Primitives For LSTM: Training
•  	The	algorithm	has	been	divided	in	two	phases:	one	for	training	and	one	for	

test/predic?on.	
•  	The	primi?ve	for	the	training	task:	

	
	
	
	
•  	It	can	be	run	in	a	SQL	statement	or	in	the	OPH_APPLY	operator.		
•  ASer	the	training	phase,	the	resul?ng	neural	network	with	updated	parameters	

is	saved	as	a	binary	array	in	a	datacube.	It	can	then	be	reused	in	the	test	phase.	
•  	The	primi?ve	for	the	test/predic1on:	



LSTM for the SANIFS Use Case



 

Useful resources and 
final remarks 



Hands-on session – Quick Start
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Website: http://ophidia.cmcc.it  



Hands-on session – Quick Start
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Hands-on session – Quick Start
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Hands-on session – Quick Start
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Hands-on session – Accounts on the VM
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Hands-on	info	
Linux	account	

Ophidia	account	

Ophidia	terminal	



Hands-on session – Jupyter-Hub
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Website: http://ophidialab.cmcc.it  



Hands-on session – Jupyter-Hub
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Website: http://ophidialab.cmcc.it  



Hands-on session – Jupyter-Hub
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Website: http://ophidialab.cmcc.it  



Hands-on session – Jupyter-Hub
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Ophidia documentation and social/multimedia content 	
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Useful Resources

•  Website: https://ophidia.cmcc.it  

•  Doc : http://ophidia.cmcc.it/documentation 

•  The Ophidia code is available on GitHub under GPLv3 license at 
https://github.com/OphidiaBigData 

•  RPMs are also available for CentOS6 at the following repo: 
http://download.ophidia.cmcc.it/rpm 

•  Youtube Channel  
https://www.youtube.com/user/OphidiaBigData/ 

•  A Virtual Machine Image (OVA format) is also available at 
https://download.ophidia.cmcc.it/vmi_desktop/  to get started in a few minutes 
with Ophidia 
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Conclusions

✔  ECAS represents the community evolution of Ophidia and is a key thematic 
service in the context of the EOSC-hub 

 
✔  OLAP approach for big data – multidimensional data model 

✔  Multiple use cases for data analysis in different domains have been implemented 

✔  It provides access via CLI (end-users) and API (devel users) 

✔  Programmatic access via C and Python APIs 
 
✔  Several deployment scenarios tested in cloud and HPC environments 
 
✔  Strong workflow support and in-memory analytics 

✔  ECASLab integrates several UNIDATA software (NetCDF lib, THREDDS , IDV) 

✔  Official Release available from February 1st 2016 on github 
✔  Latest Release v1.3 released in June (last week) 



Do you want to join?

 
That’s an open source effort aiming at becoming a community 

effort 
 

I’ll be very happy to know what aspects of this project you are 
more interested in 

 
Feel free to get in touch with us 

sandro.fiore@cmcc.it 
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Thanks	

http://ophidia.cmcc.it	

@OphidiaBigData	

www.youtube.com/user/OphidiaBigData 

EOSC-hub receives funding from the EU’s Horizon 2020 research and innovation programme under grant agreement No. 777536.



