
Experiences Gained from Managing a Multi-
Year, Multi-NWP Center Ensemble Archive 

Doug Schuster – NCAR 
 

Many Partners at NCAR, ECMWF, and CMA 
 



Outline 

• Background 
• TIGGE Project Design 
• Resulting Operational Implementation  
• Access Options 
• Reflection 

 



Background: TIGGE Project 
• THORPEX Interactive Grand Global Ensemble 
• Accelerate improvements in the accuracy of 1-day to 2 week high impact weather 

forcasts 
• Global ensemble forecasts to around 15 days generated routinely at different NWP 

centres around the world 
• 850 TB, growing by > 3.5 TB/week 
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Presenter
Presentation Notes
Provide overview of TIGGE project and archive structure



Background:  TIGGE Project –Field Project Support 

Presenter
Presentation Notes
GOOGLE-UCAR African meningitis-belt forecast support Ghana
Prototype webpage of probability products served through the UK Met Office.
4-ensembles.



TIGGE Project Design:  Common Standards -Homogeneity 

• Homogeneity is paramount for TIGGE to succeed 
– The more consistent the archive, the easier it is to manage 

and to develop applications 

• There are many aspects to homogeneity: 
– Common terminology (parameter names, file names,…) 
– Common data structures (format –WMO GRIB-2, units, …) 
– Definition of an agreed list of products (parameters, steps, 

levels, …) 
– Data transmission protocol for providers – Unidata 

IDD/LDM 
– Software tools to facilitate and enforce homogeneity 



TIGGE Project Design:  Resulting Operational Implementation 
• Three archive centres: CMA, NCAR and ECMWF 
• Ten data providers: 

– ECMWF, JMA (Japan), UK Met Office (UK), CMA (China), NCEP (USA), MSC 
(Canada), Météo-France (France), BOM (Australia), KMA (Korea), CPTEC 
(Brazil) 

• Multiple data transmission methods 
– Problems implementing resend protocols 

Presenter
Presentation Notes
Note, in practice partners didn’t adhere to the agreed upon exchange protocols leading to “data completeness” problems.



• Inconsistent product definitions –instantaneous and 6-hourly 
 

 

TIGGE Project Design:  Resulting Operational Implementation 

Presenter
Presentation Notes
Not all providers implemented the agreed upon parameter definitions.  This leads to inconsistent parameter types for comparison.
This was also true of GRIB-2 parameter encoding.  Differing metadata definitions across centers.
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TIGGE Project Design:  Resulting Operational Implementation 
• No NWP center produces all agreed upon parameters 
• Models typically interpolated to lower resolution grids 

Presenter
Presentation Notes
Many Inhomogeneities.
Differing spatial resolutions create challenges for the archive center –differing data interpolation schemes used at each center.
Explosion in data volume as data resolution increases?  Are the influences of model resolution being studied?





TIGGE Project Design:  Resulting Operational Implementation 
• Incomplete time-series issues 

 

Presenter
Presentation Notes
The objective is to have 100% complete datasets at the Archive Centres
Completeness may not be achieved for two reasons: 
The transfer of the data to the Archive Centre fails
Operational activities at a data provider are interrupted and back filling past runs is impractical
Incomplete datasets are often very difficult to use
Most of the current tools used for ensemble forecasts assume a fixed number of members from day to day 
-Calibration Studies, etc.




Access Options:  User Data Access @ NCAR 

Presenter
Presentation Notes
48 hour access delay –research use only
3 Months of Data Online
User data access
Spatial, Temporal, and Parameter Subset Requests
Direct Archive File Download
HPSS files Staged for Download by Request
Output format in GRIB-2 or NetCDF
Multiple file download option 
Direct through browser, using prepared ‘wget’ scripts
Model Validation Data portal –Met tools formated obs to complement selected model output.



Access Options:  User Data Access @ ECMWF 

• ECMWF provides similar access options to the 
complete archive + batch access capability. 

Presenter
Presentation Notes
User data access services need to meet user needs.
Manually maintained referred publications page at ECMWF.



Access Options:  TIGGE Archive Usage  

YEAR 
NCAR GB 
Accessed 
|Delivered 

ECMWF GB 
Accessed 
|Delivered 

NCAR Active 
Users | ECMWF 

Active Users 
2007 900 900 7600 1,500 10  10 
2008 1,300 1,100 22,600 5,900 10 20 
2009 13,700 1,900 39,000 10,800 10 35 
2010 48,200 2,200 98,000 22,700 12 45 
2011 131,700 25,000 201,500 35,800 15 70 
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Presenter
Presentation Notes
Archive structure along with data access options matter.  
Subsetting is required for “BIG” data archives to make them usable for the general user community.
Subsetting over a longer (3 month data range) became available at NCAR in 2010 and the metrics reflect this.
ECMWF offers subsetting across the archive and provides batch access to the archive.  -Both of these have proven to be very popular.
Scale the computing and software tools to match the need for subset preparation



NCAR TIGGE Tape Archive Usage  
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Access Options: Data Downloaded from 
NCAR Tape  Archive 

Presenter
Presentation Notes
Requests to stage HPSS data from tape to disk has increased after that service became available.
These types of users are typically looking at individual events (e.g. hurricanes) vs calibration studies which require long data timeseries.



Reflection:  Scope 

• What are the research objectives? 
• What is REALLY needed to support those objective? 

– Is the project sustainable? 
– Can the project’s support system scale as the project 

requires? 
– Is mission creep allowed? 
– Are all parties completely committed? 

• Is the user community large enough, sufficiently 
aware, and well enough prepared to justify the 
storage and support costs? 



Reflection:  Science Partner Commitment  

• Are all partners committed to implementing and 
supporting  the agreed upon protocols, standards, 
etc..? 
– Data Transmission, Data Format, Format Conventions 
– Parameter definitions, Parameter Encoding 
– Science partners need to negotiate carefully the agreed set 

of parameter fields.  There is a tendency to let this grow 
too large (many fields in TIGGE are infrequently or 
unused). 

• Avoid 1-off solutions 
– Very resource intensive!!! 



Reflection:  Archive Structure 

• What are the user/research requirements? 
• What services will fulfill those requirements? 
• What is the most efficient structure to support 

desired services? 
– TIGGE –Centralized Archive 

• Would distributed work better for this scale of archive (850 TB,      
7 Million+ files?  Use of common Service Oriented Architecture, 
and data brokering software? 

– TIGGE Archive @ NCAR organized in file groups by provider 
and forecast initialization time 

• Pressure Level, Θ Level, PV Level, Single/Surface Level 

– Contrast: TIGGE @ ECMWF is a one-off quasi-DB structure 
leveraging long-standing operational services  

 

Presenter
Presentation Notes
Note: a distributed approach would require coordinated
   services at multiple locations, either through data brokering, or identical SOA.

Time series parameter vs synoptic file structure?  What are the uses?

How long does data need to be archived?



Conclusions 

• Scope –Stay focused on achieving research objectives 
– Are support systems scalable to meet future needs? 

• Project Design –All partners must agree upon and 
support common standards and apply them 
– Ensures consistent parameter definitions/encoding 
– Supports completeness and interoperability across tools 

• Archive Structure –Find an archive structure that 
best supports user research needs and is scalable 
– Data access options and services are impacted by choice of 

archive structure 

 
 

 



Questions? 

International TIGGE Archive Centers 

ECMWF http://tigge.ecmwf.int 

NCAR http://tigge.ucar.edu 

CMA http://wisportal.cma.gov.cn/tigge 

schuster@ucar.edu 
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