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Definitions of Metadata 
• data about data 

– data containers: structures 
– data content: descriptive 



Definitions of Metadata 

• Context: data that allow users to evaluate and 
apply information for their specific 
applications: characteristics, value, impact,  
feedback from data assimilation, etc. 

• Search engines: building context from content 
linkages and users 

• ontologies vs. folksonomies: classification 
designed by experts vs. derived from users 



Intersecting Interests: Relevance for Computing 
Science via EarthCube Data Assimilation Efforts 

• Computing Research for Sustainability (NAS 2012) 
– “There should be strong incentives at all stages of research for 

focusing on solving real problems whose solution can make a 
substantial contribution to sustainability challenges” 

– “Encourage research at and across disciplinary boundaries, well 
informed by specifics and well structured to handle scale, data, 
integration, architecture, simulation, optimization, iteration, and 
human and systems aspects.  

– CS research in sustainability should be an interdisciplinary effort, with 
experts in the various fields of sustainability being equal partners in 
the research.” 

– “Undergraduate and graduate education in computer science should 
provide experience in working across disciplinary boundaries.” 

 



Meteorological Assimilation Data Ingest System 

Existing Publicly-Accessible Surface Mesonet Observations 

Hundreds of sources  



Existing Surface Mesonet Observations 

MesoWest currently provides ~6900 station data/metadata to 
MADIS from 80 different networks 



Viral Deployments: Phone Sensors 

 



Mobile Fleet Observations 

 



New Research Deployment Opportunities with Inexpensive 
Computers, Communication Devices and Sensors 

 



Improved Boundary Layer Assets: 
CASA Radars, Radiometers, Lidars, Sodars, Ceilometers, 

Mobile Sondes  



• US Array pressure data: Example of 
multidisciplinary earth observing system  

• EarthScope: NSF sponsored geological 
observing network utilizing freely available 
data from instruments that measure motions 
of the Earth's surface, record seismic waves, 
and recover rock samples from depths at which 
earthquakes originate 



• Transportable Array: network of 400 
seismographs placed at temporary sites 
across the United States from west to 
east in a regular grid pattern 

• NSF ATMOS supported UCSD to deploy 
atmospheric pressure sensors as part of 
US Array beginning in mid-2010 

• 1 Hz pressure data from each station 
transmitted to UCSD and EarthScope 
IRIS Data Management Center  

• Transportable Array supplements 
Reference Network 

 



• US Array pressure data processed at U/Utah 
since early 2012 

• 5 minute averages sent from U/Utah to MADIS-
NCEP for use in operational models 

• Data and metadata stored in MesoWest 
relational databases: 
http://mesowest.utah.edu/cgi-
bin/droman/stn_mnet.cgi?mnet=170 

• U/Utah goal:  increase utilization of US Array 
pressure data in the atmospheric sciences  

– leverage NSF’s investment 
– create opportunities for  collaboration between 

atmospheric scientists and geophysicists 

– examine pressure fluctuations on appropriate 
spatials and temporal scales 

http://mesowest.utah.edu/cgi-bin/droman/stn_mnet.cgi?mnet=170
http://mesowest.utah.edu/cgi-bin/droman/stn_mnet.cgi?mnet=170


Annoyances… 

• Obtaining basic metadata can be more 
complicated than obtaining the associated data 

• Heterogeneous nature of metadata and reporting 
standards 

• Overcoming outdated traditions and reporting 
practices of data and metadata imposed by 
specific user communities, e.g., METAR, SHEF, 
BUFR, NWSLI metadata 

• Unnecessary burden placed on data providers to 
provide metadata and data in common formats 

 



EarthCube Issues 

• How to organize and access ever increasing amounts of 
data for data assimilation and other applications? 

• Improvements needed for data assimilation systems to 
effectively use surface and boundary layer observations 

• What are proper roles for automated/semi-
automated/manually entered data catalogs that  often 
become rapidly out of date? 

• Restrictive data usage agreements in some sectors and 
roles of research, government, and private sectors 

• What can be done to direct the national efforts to 
improve boundary layer data and its metadata for 
widespread applications? 



• National Academy of Science (2009) recommendation to 
build national network of networks from existing and future 
mesonets 

• National Mesonet Program collaborative effort to develop:  
– A national strategy to integrate disparate observing 

systems; 
– Increase coordination among existing surface networks, 

including improved quality checking, more complete 
metadata, increased access to observations, and broader 
usage of data serving multiple locally driven needs 

• Legislatively directed funding to NWS to support commercial 
firms and educational institutions to address some of these 
issues 

• Adoption of StarFL as  alternative to Sensor Markup 
Language for metadata 
http://www.opengeospatial.org/standards/dp 

NWS: National Mesonet Program 

 

http://www.opengeospatial.org/standards/dp


Approaches For Obtaining Metadata 

• Pay data providers for data & metadata? 
– “gold standard” equipment with “gold standard” 

metadata paid more? 
– Identify sensors that provide more “value” based on 

location, weather, economic impact, usage? 
• Appeal to data providers’ self interest? 

– Provide information to data providers that shows the 
public, research, and commercial use and benefits of 
installed equipment 

– Enhance utility of data through quality control  and 
dissemination to broader communities that increases 
utilization of equipment 

 
 

 



Environets: An open resource for 
environmental monitoring networks 

 
• In development- soft rollout 12/12/12 
• Provide alternative to traditional one-

way flow of metadata from station 
owner to users 
– Use social media to engage data 

users and data providers 
– What/Why data providers installed 

the equipment 
– Who/how/why people are using it 

• Use data mining techniques to provide 
metrics on value of environmental 
information as a function of location 
and weather  
– Which stations are users accessing? 
– Relative bias and impact of stations 

and networks on high-resolution 
surface analyses (Tyndall and Horel, 
WAF 2012) 

 



Summary 

• Realistic and flexible standards, data and metadata 
exchange protocols, etc. that take into consideration 
diverse needs and communities 

• Encourage broader interpretation of metadata focused on 
user needs to make good decisions about data beyond 
static nuts and bolts of sensors and equipment deployment 
– impact of observing networks via OSSE and OSE from research 

and operational models 
– data mining for discovery of dynamic metadata: quality control, 

realistic bounds and temporal/spatial changes 
• New tools through CS and sensor design collaborations: 

–  relieve burden for data providers to manually update metadata 
through metadata discovery of smart sensors 

– user data discovery akin to Google search engine rather than 
direct user access of data catalogs 

– middleware layers to provide access to data without need to 
have centralized data repositories 



 

Median Impact of Wind Speed Observations During November 2012 

Tyndall and Horel (WAF 2012) 



US Array Pressure Data 

Fig. 3. Severe thunderstorm (blue) and 
tornado warnings (red) on 2 March 2012. 

Fig. 5. Upper panel. Pressure (hPa) at R47A sampled at 1 Hz and 1 h 
(blue and green lines), and averaged over 1 and 5 min (red and 
yellow lines) during 17-23 UTC 2  March 2012.  Lower panel. 1 min 
pressure after filtering of periods > 2 h at S46A (red) and R47A 
(blue). 
  



 



 



Tremendous Opportunities… 
• Computers are cheap  
• Networking is great  
• Huge volumes of in situ and remote sensing data at finger 

tips 
• New data sources becoming available 
• Flexible open source software is available to develop 

quality control, data analysis, and data mining software 
• Expanded utilization of ensemble data assimilation 

methods  
• Enhanced interest by computing science faculty to 

collaborate due to NSF funding opportunities in “big data 
and data mining”, “sustainable computing”, and “extreme-
scale computing” 
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