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Tebaldi and Knutti (2007) group into four major sources: 

①  initial condition 
Ø  Fuqing Zhang, Jun Du 

②  boundary forcing 
Ø surface/external conditions are prescribed over time 

③  parameterization parameter 
Ø schemes contain parameters that are uncertain from 

observations or physical principles – PPE 

④  model structure 
Ø spread caused by choices in model formulation design 

– MME, OPE 



weights. We carried out this minimization at
all vertical levels, at all geographic locations
(the grid points of the multimodels), and for
all model variables.

The motivation for this approach came
from construction of a multimodel superen-
semble from a low-order spectral model (1).
In this low-order model, it is possible to
introduce various (proxy) versions of cumu-
lus parameterization (or model physics) by
simply altering a forcing term. Time integra-
tion of this system showed that the multiple
regression coefficients of these multimodels
(regressed against the nature run) showed a
marked time invariance. This time invariance
is a key element for the success of the pro-
posed method.

We used many models at various horizontal
and vertical resolutions. Most of the models had
a horizontal resolution of !250 km and a ver-

tical resolution of about 1 km. Model output
was interpolated to a common grid of 2.5° and
100 hPa vertically. These global models include
parameterizations of physical processes; effects
of ocean, snow, and ice cover; and treatment of
orography. We divided the run timeline into a
control and a forecast part. The observed (or the
analysis) fields are used only during the control
period to determine the weights.

The Atmospheric Model Intercomparison
Project (AMIP) data set (2) was used to test our
procedure for seasonal forecasting. This data set
contains a 10-year integration with 31 global
atmospheric general circulation models, all be-
ginning from a prescribed initial time of 1
January 1979 and subject to identical prescribed
sea surface temperature (SST) and sea ice
boundary forcings (3, 4). The control and fore-
cast periods for the superensemble forecasts
were arbitrarily derived from these 10-year-

long histories of eight selected models at two
different timelines: Bureau of Meteorology Re-
search Center (BMRC), Melbourne; Council of
Scientific and Industrial Research Organization
(CSIRO), Melbourne; European Center for Me-
dium Range Weather Forecasts (ECMWF),
London; Geophysical Fluid Dynamics Labora-
tory (GFDL), Princeton; Laboratory Meteoro-
logic Dynamique (LMD), Paris; Max Planck
Institute (MPI), Hamburg; National Center for
Environmental Predictions (NCEP), Washing-
ton, D.C.; and United Kingdom Meteorological
Office (UKMO), London. The first timeline,
January 1981 through December 1988, was the
control, and January 1979 through December
1980 was used for the forecast. The monthly
means of the forecasts and the observed (anal-
ysis) fields of the past 8 years were used to
generate the statistical weights. The most typi-
cal results for this timeline for the root-mean-
square (rms) error of the south-north compo-
nent of winds at 850 hPa (about 1.5 km over the
ocean) averaged over an Asian monsoon do-
main bounded between 50°E and 120°E and
between 30°S and 35°N are shown in Fig. 1A.
The rms errors for the superensemble and its
regression are comparable to typical analysis
errors. Examination of the forecast period
shows that the superensemble outperforms all
models.

In the second timeline, the period January
1979 through December 1986 defines the
control and January 1987 through December
1988 defines the forecast. A time history of
precipitation forecast skill with the second

Fig. 1. Asian monsoon domain average rms error for the superensemble (heavy line) and the
selected AMIP models (thin lines) for 850-hPa meridional wind (A) and precipitation (B). Units in
(A) are ms"1 and units in (B) are mm day"1.

Fig. 2. Percentage improvement of rms error of
selected models against the superensemble
(solid line) and that of the ensemble mean
(dashed line) for numerical weather prediction
forecasts during August 1998.

Table 1. The 850-hPa wind rms error (ms"1) for 3-day prediction.

ECMWF RPN UKMO NCEP NRL BMRC JMA Ensemble
mean

Super-
ensemble

Globe 4.1 4.7 5.8 5.8 4.2 4.7 4.8 4.0 3.5
Tropics 2.7 3.5 3.4 4.5 3.1 3.4 3.5 2.7 2.2
Monsoon 2.6 3.4 2.9 4.6 3.1 3.4 3.5 2.7 2.0
Europe 2.0 2.2 2.9 3.3 2.2 2.2 2.0 2.0 1.7
United States 2.6 3.1 3.8 4.5 2.9 3.0 3.1 2.9 2.5
Northern
Hemisphere

3.0 3.7 3.8 4.8 3.2 3.6 3.9 3.3 2.8

Southern
Hemisphere

4.8 5.4 7.2 6.6 5.0 5.5 5.6 4.6 4.2
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even clearly seen from Fig. 5. Probabilistic forecast of
superensemble calculated using method-1 (SSE1) has
26.0% improvement over MME while method-2
(SSE2) has 28.5% improvement.

4. Number of models

In this study we utilized a total of 15 seasons of data
using 16 multimodels. In the context of cross validation
the numbermodels used for cross validation for ensemble
forecasts is reduced by 1. For a given number of models
we noted an optimal number of years of datasets that
provides the best results. This is illustrated in Fig. 7. Here
the RMS errors of seasonal precipitation forecasts over
Asia are plotted along the ordinate and the abscissa de-
notes the years. Three different curves are shown for the
use of 5, 10, and 15 yr of total data for the construction of
superensemble. These results show that for each choice of
the number of years of available forecasts a different
minimum value for the RMS is attained. As the number
of years of forecast data is increased, the number of
models required to attain the minimumRMS increases.
Furthermore, the RMS value decreases with an increase
in forecast data length.

5. Single-model-based ensembles versus
multimodel superensemble

Several of the single models that are included in our
multimodel suite carrymany forecasts for each start time.
The data that were used from such single models, in our
study, were the ensemble mean of several such runs.
Generally such several runs for the same start time are

generated by using perturbed initial states. In the sea-
sonal climate context some of these different initial
states are generated by having a lagged start by a few
days that still can have data for the same start dates.
The question of how the results from a single model
compare with those of a multimodel superensemble is
frequently asked. Based on several such comparisons
we found that the multimodel superensemble is always
quite superior, in terms of performance skills, com-
pared to single-model-based ensembles. Figure 8 il-
lustrates such results of RMS errors, where the results
for models that included 10 or more ensemble mem-
bers, are included. These seven models go by the
names: BMRC, GFDL, NCEP, and UH respectively.

FIG. 7. Sensitivity of the superensemble forecast to the number of models for different
lengths of datasets. The ordinate denotes RMS errors and the abscissa denotes the number of
models. The three different curves show the results from the usage of different lengths of
forecast datasets.

FIG. 8. The vertical bars shows RMS error (along ordinate) for
single-model ensemble mean as compared to the overall ensemble
mean (clear bar) and superensemble (dark bar) shown in at far
right for each year . Also shown in the far right side is the overall
average for 15 yr. These results pertain to the larger monsoon
domain. The least RMS error are seen for the superensemble in the
far right of each sets of bar.
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FIG. 5. The rms errors of the 1-yr difference in meridional wind for the multimodels and the superensemble forecasts (of these
differences; mm day�1).

FIG. 6. The rms error of the 850-hPa winds on day 3 of the forecasts during Aug 1998. The results for the multimodels follow from left
to right, and the results for the ensemble mean and the superensemble are shown in the far right, respectively, (m s�1).

Adopted from Krishnamurti (1999, 2000, 2011) 

Optimized weights varying in space and 
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of the single models is generally in
the range of ±1 K (Table 2). These
are typical figures for current state-
of-the-art coupled models. As is the
case for most variables and areas,
there appears to be no clear relation-
ship between bias and skill, though
this is a topic that needs further
investigation.

Figure 2 shows 1980–2001 time
series of precipitation ACC for all
single models and the multimodel
ensemble, for summer (June to Au-
gust, May start date) over the Trop-
ics (Fig. 2a) and winter (December
to February, November start date)
over the northern extratropics
(Fig. 2b). The skill in the northern
extratropics is considerably less than
in the Tropics. In both regions the
variability in prediction skill, both
from year to year and between dif-
ferent single models, is clearly evi-
dent. The occurrence of higher skill
during ENSO events is consistent
with relatively large ACC for 1982/
83, 1987/88, and 1997/98 (Fig. 2).
This, in turn, is consistent with the
link between ENSO activity and sea-
sonal predictability found in many
studies (for PROVOST see Brankovi
and Palmer 2000). In general, the
identity of the most skillful single
model varies with region and year.
Finally, this figure illustrates the
relatively skillful performance of the
multimodel ensemble. In spite of the
multimodel ensemble not being dis-
tinctly superior to the best single-
model ensemble for individual
events or small regions, in agreement with Peng et al.
(2002), it is systematically the most skillful when the
scores are averaged over large regions or long time
series.

To further summarize atmospheric hindcast skill,
Fig. 3 shows indices of the winter (December to Feb-
ruary, November start date) Pacific–North American
(PNA) and North Atlantic Oscillation (NAO) pat-
terns for the multimodel ensemble. The indices are
computed following the method described in the
Doblas-Reyes et al. (2003). Values are obtained by
projecting every ensemble member anomaly onto the
leading empirical orthogonal function (EOF) of the

500-hPa geopotential height [computed over the win-
ter monthly mean anomalies using National Centers
for Environmental Prediction (NCEP) reanalyses for
the period 1949–2000]. The EOF analysis was carried
out using data over the regions 20∞–87.5∞N and 110∞–
90∞W for the PNA and 20∞–87.5∞N and 90∞W–60∞E
for the NAO. The spatial covariance between the
monthly anomaly patterns and the reference pattern
was then computed for every single member of the
hindcast ensemble. Monthly covariances were aver-
aged to produce seasonal means. Figure 3 displays the
index against time using a box-and-whisker represen-
tation in which the central box and each whisker con-

FIG. 2. Time series of the ensemble-mean precipitation anomaly cor-
relation coefficients for the multimodel (thick red bars) and all indi-
vidual models (thin bars; ECMWF: blue, Met Office: green, Météo-
France: orange, MPI: cyan, LODYC: pink, INGV: yellow, CERFACS:
gray). (a) One-month lead summer (JJA) precipitation in the Tropics
(latitudinal band of 30∞∞∞∞∞S–30∞∞∞∞∞N); (b) 1-month lead winter (DJF) pre-
cipitation in the northern extratropics (latitudinal band of 30∞∞∞∞∞–87.5∞∞∞∞∞N).
Additionally, the average over the whole period 1980–2001 is shown
at the end of each plot.
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ensemble was generated us-
ing additional wind and SST
perturbations in order to
have a better sampling of the
initial condition uncertainty.
As a skill measure, the Brier
skill score for tropical sum-
mer (June to August) pre-
cipitation positive anomalies
for the multimodel en-
semble (red bars) and the
ECMWF model (blue bars)
is shown in Fig. 5a. For each
ensemble size, the corre-
sponding ensemble was
constructed by randomly
selecting the members from
the 63 available in the
multimodel ensemble and
the 54 in the single-model
ensemble. Results show that
the skill score grows faster
with ensemble size for en-
sembles with less than about
30 members, although this
threshold changes with the
region, variable, and event
considered (not shown).
The skill saturates for large
ensembles, as expected
from the conceptual model
described in Kumar and
Hoerling (2000), though a slight increase with size is
still found. Based on a decomposition of the Brier
score (Murphy 1973), results show that the largest
contribution to the multimodel ensemble skill im-
provement is due to increased reliability (smaller val-
ues of the reliability term in the Murphy decomposi-
tion imply greater reliability of the ensemble), as
shown in Fig. 5b. The multimodel ensemble performs
better than the single-model ensemble for every en-
semble size, despite the ECMWF model having par-
ticularly good behavior over the Tropics. The increase
in Brier skill score and reliability is similar for both
the single-model and the multimodel ensembles, so
that their difference remains approximately constant
as the ensemble size increases. This implies that the
multimodel ensemble advantage over a given single-
model ensemble, as shown in Figs. 2–4, is not an ar-
tifact of the usually large ensemble size of the
multimodel, but rather is due to the multimodel ap-
proach itself. Similar results are found for other vari-
ables and regions. This suggests that the multimodel

ensemble provides a better sampling of forecast un-
certainty in the sense that it contains the verification
more often than a given single-model ensemble.

SEASONAL FORECAST APPLICATIONS.
One of the main objectives of DEMETER is a dem-
onstration of the utility of seasonal climate forecasts
through the coupling of quantitative application mod-
els, such as crop yield models, to the global climate
prediction models. However, existing application mod-
els typically require weather input (precipitation, tem-
perature, wind, radiation, etc.) at a substantially higher
spatial resolution than is available from the global mod-
els. We therefore begin this section with a brief discus-
sion of the downscaling techniques used in DEMETER.

Downscaling. In DEMETER, both statistical/empirical
methods and dynamical regional climate models have
been tested and applied for downscaling purposes.
The methods used and some illustrative results are de-
scribed in the following.

FIG. 5. (a) Brier skill score and (b) reliability component of Brier score for the
1-month lead tropical summer (JJA) precipitation 1987–99 for the single
ECMWF control model (blue) and the DEMETER multimodel (red). The event
is “precipitation anomalies above zero.” Results are shown for different en-
semble sizes from 9 to 54 members. Note that lower values of the reliability
term mean better reliability.ensemble of 

opportunity 
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If MME outperforms always? 

If optimal weighting is better? 
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Parametric Uncertainty – PPE  

associated with our CPI-weighted PDF (Supplementary Infor-
mation). Our experimental design does not sample ocean circula-
tion feedbacks or the impact of biases in the present-day simulations
of sea surface temperature (SST). However these are likely to exert
only amodest influence on global climate sensitivity (refs 25–28 and
Supplementary Information). The impact of neglecting structural
modelling uncertainties cannot yet be quantified, however the range
obtained from our unweighted PDF encompasses the range of
climate sensitivities (2.0–5.1 8C) found in an ensemble of 15
GCMs developed at different modelling centres and containing
structural variations4.

The PPE approach will be further developed to produce PDFs of
time-dependent regional changes for use in assessments of climate-
related risks6. This will require ensemble simulations of twentieth
and twenty-first century climate using versions of HadAM3 coupled
to a comprehensive ocean component1, allowing us to account for
the effects of oceanic thermal inertia, circulation changes and
process uncertainties. These ensembles will need to sample multiple
parameter perturbations, since our assumption that individual
perturbations combine linearly is unlikely to be valid at a regional
scale29. Ensemble size will be increased by including results from
simulations run on personal computers owned by members of the
public and businesses (see refs 29, 30, and khttp://www.climatepre-
diction.netl). We also encourage other climate modelling institutes
to perform similar ensemble experiments with their GCMs. These
could then be combined with ours to create ‘super-ensembles’ that
sample structural uncertainties. A

Methods
GCM integrations and parameter perturbations
For each ensemble member, control (that is, present day) and doubled CO2 GCM
integrations were run to equilibrium followed by a further 20 yr from which climate
statistics were generated. The GCM used a mixed layer ocean with prescribed heat
transports, which ensured that time averaged SSTs remained close to observed
climatological values in the control simulations. However SSTs were allowed to vary freely

in response to natural and forced variations. The selection of parameter perturbations was
designed to sample uncertainties in a wide range of processes without making a priori
assumptions about the relative importance of different climate change feedbacks8. The
perturbations affected large-scale cloud and precipitation, convection, radiation,
dynamics, boundary layer transports, land surface processes and sea ice. Parameters were
perturbed either by changing a logical switch or by setting a coefficient or threshold to a
minimum, intermediate or maximum value specified by experts, one of these (often, but
not always, the intermediate value) being that used in STD. See Supplementary
Information for details.

Weighting the predictions of ensemble members
We seek to weight model predictions of climate sensitivity according to the likelihood that
the simulation of present-day climate is consistent with observations. The probability that
a simulated variable m belongs to a population of observations of mean o and standard
deviation j is proportional to exp{2 0:5 ðm2 oÞ2=j2}; assuming gaussian statistics. In
principle, the likelihood of the model can be obtained by calculating the joint probability
of all model variables, taking into account their covariances and allowing for errors in the
verifying observations. In practice, the required error statistics were not available, because
our model versions were not run long enough to estimate their covariance matrices and
observational errors are not known for most of the variables included in the CPI. We
thereforemake simplifying assumptions in order to obtain a likelihood-based weight. Our
choice is exp(20.5CPI2), which represents an estimate of likelihood obtained by
normalizing the error variance in simulated climate by the variance of simulated
interannual variations and then averaging the normalized error variance over a wide range
of climate variables. Our decision to weight each component equally when forming the
CPI represents an a priori assumption that changes in climate sensitivity are equally
affected by all model variables.

Production of probability distributions for climate sensitivity
We obtained statistical predictions of CPI and climate sensitivity for 4 £ 106 random
combinations ofmultiple parameter perturbations generated by assuming a uniform prior
for each parameter within the range specified by experts. Predictions of climate sensitivity
(DT) were made in terms of the feedback strength l, defined as l ¼ DQ/DT, DQ being the
radiative forcing due to doubling CO2. We predicted values of CPI and l by assuming that
the effects of individual parameter perturbations on present-day climate fields and
feedback strength can be interpolated linearly between the values sampled in our PPE, and
that the effects of individual parameter perturbations combine linearly and independently.

The predictions of l are sensitive to l std, the feedback strength found in STD, since all
perturbations are calculated relative to this value.We therefore repeated the calculation for
21 values of l std sampling at equal intervals the ^ two standard deviation uncertainty
range of 600 yr mean values (1.069–1.088Wm22 K21) estimated from 600 yr control and
2 £ CO2 integrations of STD. For each of these 21 £ 4 £ 106 predictions, we calculated an

Figure 4 Values of the Climate Prediction Index (CPI) (red box and bars) and its
components (black boxes and bars) from the PPE. The 32 components represent surface

and atmospheric variables, and are calculated as the r.m.s. difference between simulated

and observed present-day climatological mean patterns divided by the r.m.s value of the

standard deviation of simulated interannual variations. The plot shows averages of values

calculated separately for each season of the year. Bars show the full range of the

ensemble distribution of values, boxes show the range encompassed by the 5th and 95th

percentiles, and the horizontal line within each box shows the median. The CPI is

calculated as the r.m.s. value of the 32 components for a given ensemble member. All

components are weighted equally, apart from the nine fields of cloud cover which receive

a relative weight of 1/3 since observations of high, medium and low cloud are

interdependent for a given thickness category. LW, longwave; SW, shortwave; TOA, top of

atmosphere; MSLP, mean sea level pressure.
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separated from the noise of natural variability, thus providing
planners with an improved basis for the development of appropriate
response strategies6. We emphasize that the spread of regional
changes estimated from our PPE, while substantially larger than
would have been inferred by scaling the patterns of one of its
members (see above), is likely to increase once it becomes possible
to sample modelling uncertainties more comprehensively.
An important benchmark of anthropogenic climate change is the

climate sensitivity, defined as the equilibrium response of globally
averaged annual surface temperature to doubled CO2. We estimate
probability density functions (PDFs) for climate sensitivity from the
53-member PPE by assuming that the impacts of individual
parameter perturbations, both on simulated present-day climate
and the feedbacks that determine sensitivity, combine linearly. This
allows us to predict the results of amuch larger ensemble containing
4 £ 106 model versions with randomly chosen multiple parameter
perturbations generated by assuming a uniform distribution for
each parameter within the range of values estimated by experts (see
Methods). The blue curve in Fig. 3 shows a PDF obtained by
assuming all 4 £ 106 predictions of sensitivity to be equally reliable.
It gives a median value of 2.9 8C with a spread (corresponding to a
5–95% probability range) of 1.9–5.3 8C.
The assumption of equal reliability between members of the

GCM ensemble is standard in climate prediction4,14, yet represents a
major difficulty since variations in quality between models are
ignored. Here we introduce a Climate Prediction Index (CPI), an
objective measure of reliability that can be used to weight different
GCMs according to the estimated relative likelihood that they will
correctly predict climate change in the real world15. Reliability can
potentially be quantified by verifying simulations of climate change
during the past century10,16, or of a stationary climate assumed to
correspond to some recent period17,18. Our experimental design
precludes the former approach, so we base the CPI on a broad range
of present-day climate variables (Fig. 4 and Supplementary Infor-
mation). Most PPE members occupy a rather narrow range of
overall CPI values, though the range is much wider for some of its
components, notably those associated with cloud, radiation and
moisture. We justify use of the CPI to weight climate change
predictions from a ‘perfect model’ test in which pairs of PPE
members are compared against each other, one member taken to
represent the observed climate system and the other a model
simulation of it. For each possible pair, we calculated a CPI score
and the magnitude of the difference between the simulated and
‘observed’ climate sensitivity. Amongst poor predictions of the
‘observed’ response (differences in sensitivity above the median)
the CPI score was 2.7 times more likely to be poor (that is, above its
median value) than good, and vice versa for good predictions of the
response (sensitivity differences below the median).

We produce a likelihood-weighted PDF of climate sensitivity (the
red curve in Fig. 3) by estimating the CPI of the 4 £ 106 model
versions used to produce the blue curve, and weighting their
predictions of sensitivity according to exp(20.5CPI2) (see
Methods). This results in a narrowing of the 5–95% probability
range to 2.4–5.4 8C, while the median value increases to 3.5 8C.
Previously, PDFs of climate sensitivity have been obtained by
exploring the range of predictions of simpler climate models19–21

consistent with uncertainties in observed transient climate change
and forcing22,23. Our PDFs are (to our knowledge) the first to be
determined by systematically exploring uncertainties in the com-
plex variety of processes that actually determine climate sensitivity.
They indicate a smaller probability for sensitivities of 2 8C or less
than is implied by studies comparing observed historical changes
with simulations by simple models21 or GCMs24. Our PDFs are
contingent upon the structural choices made in building our GCM,
the use of a linear prediction scheme, the choice and application of
observational constraints and the choice of parameters for pertur-
bation. They also depend on the assumed distributions of parameter
values, although we found that increasing their expert-specified
ranges had only a modest impact on the 5–95% probability range

Figure 2 Robustness of simulated changes in surface air temperature, precipitation and
pressure at mean sea level in response to doubled CO2. The maps show changes in 20 yr

means of December to February climate, averaged over the PPE of GCM versions and

divided by the ensemble standard deviation of the changes. Values outside the range^2

(highlighted by the black contour) are taken to indicate a robust response.

Figure 3 Probability distributions of climate sensitivity. These were obtained using linear
statistical estimation of GCM predictions likely to result from a large PPE designed to

sample the model parameter space comprehensively, with (red) and without (blue)

weighting according to the estimated reliability of model versions based on the Climate

Prediction Index (CPI). Details in text.
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The range of possibilities for future climate evolution1–3 needs to
be taken into account when planning climate change mitigation
and adaptation strategies. This requires ensembles of multi-
decadal simulations to assess both chaotic climate variability
and model response uncertainty4–9. Statistical estimates of model
response uncertainty, based on observations of recent climate
change10–13, admit climate sensitivities—defined as the equili-
brium response of global mean temperature to doubling levels of
atmospheric carbon dioxide—substantially greater than 5K. But
such strong responses are not used in ranges for future climate
change14 because they have not been seen in general circulation
models. Here we present results from the ‘climateprediction.net’
experiment, the first multi-thousand-member grand ensemble of
simulations using a general circulation model and thereby
explicitly resolving regional details15–21. We find model versions
as realistic as other state-of-the-art climate models but with
climate sensitivities ranging from less than 2K to more than
11K. Models with such extreme sensitivities are critical for the
study of the full range of possible responses of the climate system
to rising greenhouse gas levels, and for assessing the risks
associated with specific targets for stabilizing these levels.

As a first step towards a probabilistic climate prediction system
we have carried out a grand ensemble (an ensemble of ensembles)
exploring uncertainty in a state-of-the-art model. Uncertainty in
model response is investigated using a perturbed physics ensemble4

in which model parameters are set to alternative values considered
plausible by experts in the relevant parameterization schemes9. Two
or three values are taken for each parameter (see Methods);
simulations may have several parameters perturbed from their
standard model values simultaneously. For each combination of
parameter values (referred to here as a ‘model version’) an initial-
condition ensemble22 is used, creating an ensemble of ensembles.
Each individual member of this grand ensemble (referred to here as
a ‘simulation’) explores the response to changing boundary con-
ditions22 by including a period with doubled CO2 concentrations.

The general circulation model (GCM) is a version of the Met
Office Unified Model consisting of the atmospheric model
HadAM323, at standard resolution9 but with increased numerical
stability, coupled to a mixed-layer ocean. This allows us to explore
the effects of awide range of uncertainties in the way the atmosphere
is represented, while avoiding a long spin-up for each model
version. Each simulation involves three 15-year phases: (1) cali-
bration, to deduce the ocean heat-flux convergence field used in the
subsequent phases; (2) control, used to quantify the relevance of the
particular model version and heat-flux convergence field; and (3)

doubled CO2, to explore the response to changing boundary
conditions.
Individual simulations are carried out using idle processing

capacity on personal computers volunteered by members of the
general public19. This distributed-computing method16,18,19 leads to
a continually expanding data set of results, requiring us to use a
specified subset of data available at a specific point in time. The
analysis presented here uses 2,578 simulations (.100,000 simulated
years), chosen to explore combinations of perturbations in six
parameters.
The 2,578 simulations contain 2,017 unique simulations (dupli-

cates are used to verify the experimental design—see Methods).
Figure 1a shows the grand ensemble frequency distribution of global
mean, annual mean, near-surface temperature (Tg) in these 2,017
simulations, as it develops through each phase. Some model
versions show substantial drifts in the control phase owing to the
use of a simplified ocean (see Supplementary Information). We
remove unstable simulations (see Methods) and average over
initial-condition ensembles of identical model versions to reduce
sampling uncertainty. The frequency distribution of initial-con-
dition-ensemble-mean time series of Tg for the resulting 414 model
versions (for which the initial-condition ensembles involve 1,148
independent stable simulations) is shown in Fig. 1b. Six of these
model versions show a significant cooling tendency in the doubled-
CO2 phase. This cooling is also due to known limitations with the
use of a simplified ocean (see Supplementary Information) so these
simulations are excluded from the remaining analysis of sensitivity.
The frequency distribution of the simulated climate sensitivities

(see Methods) for the remaining model versions is shown in Fig. 2a
and ranges from 1.9 to 11.5 K. Two key features are that relatively
few model versions have sensitivities less than 2K, and the long tail
of the distribution extending to very high values; 4.2% are .8K.
Most sensitivities cluster round 3.4 K, the value for the unperturbed
model, suggesting that many of the parameter combinations

Figure 1 Frequency distributions of T g (colours indicate density of trajectories per 0.1 K

interval) through the three phases of the simulation. a, Frequency distribution of the 2,017
distinct independent simulations. b, Frequency distribution of the 414 model versions. In
b, T g is shown relative to the value at the end of the calibration phase and where initial-

condition ensemble members exist, their mean has been taken for each time point.
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Perturbations (min, med, max)  
to the sensitive parameters of 
key physics parameterizations 
in a single GCM. 

Murphy et al. (2004) 
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sensitivity 
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(b) 

Figure 1. (a) Global annual mean temperature of each 
member in both the CAM and HAD (climateprediction.net) 
ensembles during three 15-year simulations: the calibration, 
control and double CO2 stages. (b) Distributions of climate 
sensitivity created from the CAM and HAD ensembles using 
1K bins and normalized by the respective total number of 
members. Both a 2000-member and an 81-member subset of 
the HAD ensemble are shown. 

Adopted from Sanderson (2011). 

(a) 

Structural Uncertainty – MME  

models differ 
in  sensitivity 



Optimized Physics Ensemble 
Increasing	  predic-ve	  skill	  

Quan-fying	  uncertainty	  



a) Spatial frequency distributions of root mean square errors (RMSE, mm/day) predicted by the CFS and 
downscaled by the CWRF and b) CWRF minus CFS differences in the equitable threat score (ETS) for seasonal 
mean precipitation interannual variations. The statistics are based on all land grids over the entire inner domain 
for DJF, JFM, FMA, and DJFMA from the 5 realizations during 1982-2008. From Yuan and Liang 2011 (GRL). 

CWRF Improves Seasonal Climate Prediction 
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Frequency distribution of TOA radiative flux and CRF averaged over 
[60ºS, 60ºN] in January 2004 from the CAR ensemble of 960 members 

Adopted from Liang and Zhang (2012) 



CWRF	   10
套不同的
物理参数
化方案集
成预报南
京地区日
最低、最
高 温 度，
结果表明，
此种方法
具有良好
预报效果。	  	  
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Optimized Physics Ensemble 
Prediction of Precipitation 

In summer 1993 

Spatial frequency distributions of correlations 
(top) and rms errors (bottom) between CWRF 
and observed daily mean rainfall variations in 

summer 1993. Each line depicts a specific 
configuration in group of the five key 

physical processes (color). The ensemble 
result (ENS) is the average of all runs with 

equal (Ave) or optimal (OPT) weights, shown 
as black solid or dashed line. 

The physics ensemble mean 
substantially increases the 
skill score over individual 
configurations, and there 

exists a large room to 
further enhance that skill 

through intelligent 
optimization. 
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Optimal Weight Distribution Exhibits Large-Scale Features 
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