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CDS Systems Infrastructure Group (SIG)

Computing infrastructure and security 
in the office

Aboard and inside observing platforms (ISS 
trailers, S-Pol radar, C-130, G-V, etc.)

In field operations centers

A secure and modern computing 
infrastructure geared to maximize 
scientific productivity



CDS Data Management Group (DMG)

Data management and QA services 
for the entire field campaign

mesonets

satellites

radars

model output

Comprehensive data management, distribution and 
stewardship from the planning stages to the research 
and publication phase and beyond

NSF LAOFs
Master Lists of Field Project Data

Special Data 
Products

Data Plans and
Policies



CDS Collaborative Technologies and 
Metadata (CTM) Group

Collaborative tools, field catalogs, web 
applications and databases… core 
services and tools used to connect our 
community and facilitate access to data 
and information across the net

We

Internal tools

EOL Metadata
Database

Web access
to archive

Browsing
and

visualization

Metadata
catalog export

EMDAC Data Management System

Web-based instrument 
control interfaces

Field Catalog wikis

CDS Chat System

GIS Mapservers



CDS Field Catalog

EOL/CDS

Model and Forecast Products

Mission Summaries
and Status Reports

Research Products

Operational Products

Photo Archive

Interactive COSMIC 
soundings



CDS Software Systems Group (SSG)

Data acquisition software, real-time 
displays, analysis software, 
communications (satcom/WAN) and QC 
tools for all of the EOL platforms

Engineered software and data systems that 
are at the heart of state-of-the-art observing 
systems

Diverse Software Engineering:



CDS/SSG: Real-time Visualization



CDS Deployment Scales
•Micro Controllers
•Digital Signal Processors
•Embedded Systems
•Workstations
•Servers
•Mass Storage Archives
•Networks
•Web from data acquisition through

final product delivery



INMARSAT coverage

Iridium coverage

Satellite Communications

Aircraft based

Balloon based

Ground based



EOL’s Zebra in RAINEX
NRL 587

NOAA N42RF

NOAA N43RF
NEXRAD

GOES 1Km vis



UNIDATA’s IDV in T-REX



SASSI in VORTEX-2

Developed by Erik Rasmussen of Rasmussen Systems under NSSL contract



Explosion in the use of Google Earth

T-PARC DLR Lidar START08 G-V T-PARC P-
3

T-PARC P-3 T-PARC Overlay VOCALS C-130



Pretty Faces…



The Virtual Operations Center (VOC): 
An NSF Mid-Sized Infrastructure (MSI) 

proposal



Some relevant UCAR 2009 Community Survey comments
• In what ways could EOL improve the utility or access of its systems or of data from its 

systems for research or educational activities?
“Continue to develop the web interfaces to allow data streams to be observed remotely in more or less 

real time.”
“Make sure everything from field campaigns is available online for immediate download“
“Having quick-look type imagery online is very useful, so expanding those efforts as possible would be 

helpful“
• Where should increased emphasis be placed?

“Development of EOL-instrument data analysis methods for nowcasting purposes that NCAR/RAL 
may not already be doing.“

“Insuring that aircraft data collection systems and plotting software for mission scientists on aircraft are 
fully functional.”

“I would emphasize integrated observations - combining satellite, radar, and ground based network data 
into near real time analyses and subsequent research.”

”Central repository for field data”
• What new activities should be undertaken if resources were to be made available?

“Collaboration technology”
“Better support of on board instrumentation. The one chemist is overwhelm.“



Summary of VOC components

• Visualization Tools
• Field Data Assimilation System
• Communication & Collaboration Tools
• In-Field and Real-time Data Access and 

Management Infrastructure
• Remote Instrument Control Infrastructure
• Field Project Training Laboratory (FPTL)



VOC Team
• Mike Daniels (EOL)
• Chandra (CSU)
• Don Middleton (CISL)
• Don Murray (UNIDATA)
• Jenny Sun (ESSL MMM/RAL)
• Chris Burghart (EOL)
• Luca Cinquini (CISL)
• Mike Dixon (RAL)
• Jeff McWhirter (UNIDATA)
• Vidal Salazar (EOL)
• Kathy Sharpe (EOL)



The VOC: An 
Engineered 

Cyberinfrastructure 
Facility for the 

Community

Visualization Tools

Virtual CHILL (VCHILL) & 
remote instrument control

“lightweight” displays 
and collaboration tools

Regional forecast 
model input & 

output

Satellite 
Data

NEXRAD Present & Future 
NSF LAOFs

Mesonet G-VGIS 
Mapservers

“there’s an app for that”

http://www.joss.ucar.edu/bamex/catalog/
http://raf.atd.ucar.edu/AIRS2/


The VOC-enabled “Feedback Loop”:

The goal is to collect the optimum dataset during the 
crucial field phase by using all coordination options 

and scientific information available to us.



VOC Timeline



Questions & Discussion

http://www.eol.ucar.edu/about/our-organization/cds

daniels@ucar.edu
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