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Introduction:
Data loss during the April 2007 tornado outbreak in Texas resulted in a significant blow to the non-operational community who rely on NOAAPORT for data distribution.  Recovery of the data was impossible from the NWS Telecommunications Gateway in real-time, and the data were completely lost from near-term archives maintained by many Unidata community member institutions.  Timely and reliable availability of data for significant weather phenomena are critical for teaching and research purposes in our nation’s academic institutions and to other stakeholders who depend on NOAAPORT.
Motivation: 

UCAR’s Unidata Program provides data, tools, and cyberinfrastructure leadership that advance Earth system science, education, and outreach.  This is accomplished by providing, among others, the data available via NOAAPORT.  Data ingested from NOAAPORT is then ingested into the Unidata Internet Data Distribution (IDD) system (http://www.unidata.ucar.edu/software/idd/), using the Local Data Manager (LDM) technology.  The LDM is a proven technology that is not only used throughout the broad Unidata community, but also by others in the weather enterprise, including the National Weather Service for distributing WSR-88D Level II data and NCEP for model output.  
Successful collaborations between Unidata, NWS, and NCEP warrant recognition. Projects such as Level II data distribution, based on the Collaborative Radar Acquisition Field Test (CRAFT) project, included many stakeholders and ultimately led to a technology transfer for distribution of Level II NEXRAD data using Unidata’s LDM.  This project also facilitated data archival and retrieval methods at the National Climatic Data Center (NCDC), resulting in large cost savings to NOAA/NWS.  
Another important example of a long-term collaboration is making high-resolution model output available from NCEP, via the Internet, using Unidata technologies.  This project, coined CONDUIT (Cooperative Opportunity for NCEP Data Using IDD Technology), began under the auspices of U. S. Weather Research Program in the late 1990s with a file server at the Telecommunications Operations Center (TOC).  Advances in networking and technology have facilitated real time access and distribution of high-resolution model output, which are important to the academic community, but unavailable via NOAAPORT.  The CONDUIT project has also alleviated some of the stress on NCEP’s servers created by FTP scripts and other processes that attempt to fetch the data from the servers immediately following the placement of output from an operational model run.  The LDM, which uses a tree-like fanning mechanism, allows the users to subscribe to the data streams, and the data are pushed to the user via multiple levels of relays as soon as data are available.
Proposal:
During the May 2007 Unidata Users Committee meeting, it was recommended that Unidata contact NWS about a landline-based LDM/IDD data distribution backup for NOAAPORT when outages occur.  This recommendation was endorsed by Unidata’s Policy Committee, which led to the letter describing the motivation for the June 18, 2007 meeting between NWS and UPC (Mohan Ramamurthy and Linda Miller) in Silver Spring, MD.
While the NWS has a backup for its operational needs, Unidata encourages NWS to provide a landline-based LDM/IDD data distribution backup to the Satellite Broadcast Network (SBN).   An Internet-based backup would offer the non-operational user community the redundancy in data distribution and minimize data loss during protracted NOAAPort outages. 
If NWS decides to pursue this option, in addition to the academic community, the same LDM/IDD system could also be used to provide data sets to small and medium sized businesses who cannot afford to receive the “all or nothing” Family of Services model that is currently available to them.  This might be an additional benefit that could serve private industry as well as the education and research community.   

It should be noted that the LDM software is freely available and is already being used by many public and private sector consumers.  By providing a backup to the NOAAPORT distribution, a broad sector of the community would not need to scramble to recover lost data when there is a NOAAPORT outage, especially at times of important weather events.  
Technical Summary: 
1. LDM/IDD users – 430 sites (227 domains) are running LDM-6 and reporting real-time statistics.  This does not represent the total number of users for the LDM, because many sites choose not to report stats for one reason or another.   http://www.unidata.ucar.edu/software/idd/rtstats/siteindex.php
2. CONDUIT users--108 sites are receiving CONDUIT data (62 domains).  These sites are primarily universities, but some government, international, and private industry users are participating in the CONDUIT data distribution system.
3. Unidata has supported NWS by providing LDM/IDD training and by responding to support questions pertaining to Level II data distributor sites.    
Data Requirements: 
Data to be available in the landline-based LDM/IDD data distribution backup to the Satellite Broadcast Network (SBN) should include all NOAAPORT data with the exception of what is currently available on CONDUIT.  The CONDUIT data stream consists of high-resolution model data at NCEP that is not considered operational and thus is unavailable through NOAAPORT or the NWSTG.  
Data sets to be duplicated in the NOAAPORT-LDM distribution consists of the following:
1. NWSTG Channel - Text Bulletins, Observations, NEXRAD Products, GRIB1, Grids, BUFR products, etc.

2. NWSTG2 Channel - Grids (e.g. GRIB2 data sets: NDFD, higher resolution


NAM/GFS, etc)

3. Satellite Image Channel - GOES East, GOES-West, Composites

4. OCONUS Channel - Images and Grids (PR, HI, AK sectors)

Resources:
Additional resources would undoubtedly be required for NWS to provide an additional data delivery service to a broad weather enterprise.  Unidata is unable to predict what resources will be needed, but historically, these collaborative projects have an impact on resources for all partners.    The payback will be obvious when there is a redundant system for the weather enterprise that will serve community members who are unable to use the NWS/FOS.  The investment will enable NWS to serve the smaller weather enterprise members who want to subscribe to only one or two data streams, rather than the entire NWS/FOS.  If, however, the NWS chooses to provide this service to the Unidata academic community (.edu) only, that would achieve Unidata’s main goal.  

Though NWS staff includes LDM/IDD experts, including the three NWS Web farms mentioned during the June meeting, Unidata stands ready to assist with training and support as the NWS staff progresses toward the goal of achieving the redundant feed using LDM/IDD technology.
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