Data Access Infrastructure Priorities

Russ Rew

In priority order, the five highest priorities for development of Unidata's data access infrastructure are:

1. Common Data Model support: Fully implement the coordinate systems layer of the Common Data Model in the C netCDF interface, reconciling C and Java data models and supporting conventions compliance for data providers. Implement the scientific data types layer over the coordinate systems layer.

2. Interfaces and utilities: Upgrade utilities and alternate language interfaces to support netCDF-4: ncdump, ncgen, Java, Fortran-90, and C++.

3. Performance: Improve testing, benchmarks, and performance tuning for netCDF-4, including serial and parallel I/O.

4. Documentation and usability: Provide graduated examples for each language interface with improved documentation. Document coordinate systems APIs. Document scientific data type APIs.

5. Remote access: Integrate OPeNDAP C client library for both netCDF-3 and netCDF-4 into Unidata netCDF distribution (joint work with opendap.org). Support access through NcML in C interface.

Challenges to achieving our priorities for Unidata data access infrastructure include: 

· Lack of adequate resources: With less than 0.5 FTE for development and support, Unidata has a small fraction of the resources available for HDF5 development and maintenance. Considering its importance for scientific cyberinfrastructure, netCDF is starved for resources. 

· Compatibility constraints: For scientific data important to future generations, preserving data access is sacrosanct. As we make major changes to the software, we must guarantee access to all earlier forms of netCDF data and maintain the core APIs for existing applications. 

· Balancing development and support: With the growing success and visibility of netCDF, the support load may interfere with development. Continued success will require development to improve the power, functionality, performance, and usability of netCDF to support data services in the geosciences. 

Priorities in the THREDDS/Common Data Model Project
John Caron

Last changed: Mar 28, 2006
In order, the highest priorities of the THREDDS/CDM group: 

1. Provide access to IDD, LEAD data
1. BUFR decoders for IDD data 

2. Keep GRIB2 tables accurate for new IDD data 

3. Forecast Model Run Collection access via web service, possibly also OPeNDAP, WCS 

4. Station Data Collection access via web service, possibly also OPeNDAP

5. Radar Collection access via web service, possibly also OPeNDAP

6. Profiler/Trajectory/Upper-Air Collection access via web service, possibly also OPeNDAP

2. Common Data Model / Netcdf-Java library
1. Continue work on Scientific Data types in nj22 to support Goal #1 

2. Read/write netCDF-4 files in nj22 

3. Define standard netCDF(3/4) file conventions for the Scientific Data types

4. Add CDM support to netCDF-4 C library. 

5. Possible new IOSP / data access: 

1. HDF4

2. HDF4/5-EOS

3. ASCII tables

4. GEMPAK files 

5. McIDAS Area Files

6. OPeNDAP 4.0 

7. ADDE

6. Documentation

1. Document pluggable components

2. Rewrite User manual.

7. Complete nj22 client UI library, so other apps can use it

3. Integrate TDS/TDR 

1. make TDS/R work in context of LEAD project 

2. provide infrastructure for creating and archiving case studies. 

4. TDS Enterprise Edition ( large-scale data serving)
1. Index large collections of CDM files, satisfy queries, in support of Goal #1 

2. Restrict user access, may be specified at the dataset granule

3. Limit a user's resource (disk, bandwidth) consumption

· calculate request data size, be able to reject requests that exceed resource limit (by user) 

· Performance enhancements 

· General tuning 

· OpenDAP data streaming 

· Provide infrastructure for other data providers to use (e.g. NOAA, NASA) 

0. NGDC 

1. NCDC / Nomads

2. SSEC

3. MADIS
4. CODIAC
5. CDP / Mass Store 

6. PMEL

1. THREDDS Catalogs / Metadata / Data Discovery 
1. Get THREDDS Catalogs into next generation OPeNDAP server.

1. OAI harvesting to GCMD, DLESE

1. Automatic metadata enhancement of catalogs by reading datasets 

1. 3rd party annotation of catalogs - send annotation to the server 

1. Miscellaneous 

1. Event notification - fine-granule inventory (Product Inventory Tracker) 

1. Data healing - when files are damaged, get undamaged files from another IDD server 

1. Route request to "closest" data server

 

Priorities for Data Transport (aka LDM/IDD/ADDE) Tom Yoksas
· Revise/refine Unidata IDD relay node cluster configuration and document the procedure to serve a blueprint for similar efforts in community (critical) 

· Extend the current LDM to its architectural limits (critical, ongoing) 

· Design and implement a new data distribution system that eliminates deficiencies in the current LDM implementation (e.g., support under Windows). For instance, combine the best aspects of the LDM with popular technologies like NNTP and BitTorrent. (high, in progress) 

· Operationalize GOES-West ingest and ADDE serving (high): 

· upgrade Solaris 10 installation on goeswest.unidata.ucar.edu 

· upgrade SDI ingest software on goeswest.unidata.ucar.edu 

· McIDAS ADDE access configuration modifications to monitor and control data access 

· purchase Quorum satellite ingest unit as an upgrade to TeraScan unit 

· Implement GOES-East ingest and ADDE serving (high): 

· install C-band satellite dish at FL4 

· configure RAP TeraScan ingest unit for GOES-East ingest 

· purchase or fabricate TeraScan to SDI cabling 

· identify and configure dual processor computer on which to load SDI ingest and ADDE serving software to become goeseast.unidata.ucar.edu 

· purchase Quorum satellite ingest unit as an upgrade to TeraScan unit 

· Transfer, convert, and upgrade scripts currently running on Unidata-Wisconsin injection machine, unidata2.ssec.wisc.edu, to machine running within the UCAR campus (high, upcoming). 

· Expand use of LDM/IDD technologies into new disciplines within the US through advocacy (medium, ongoing) 

· Advocate for free and open sharing of locally-held datasets of interest (high, ongoing) 

· Encourage the adoption of LDM/IDD use in support of initiatives important to the Unidata community through advocacy and assistance. (high, ongoing)
Current projects of interest include: 

· THORPEX Interactive Grand Global Ensemble (TIGGE) 

· SURA Coastal Ocean Observing and Prediction (SCOOP) 

· Linked Environments for Atmospheric Discovery (LEAD) 

Extend delivery of real time data and model output to international sites (medium, ongoing) 

Prioritized Goals for Analysis and Visualization Tools (Endeavor 4) for 2008

Don Murray

1. Continue support for GEMPAK, IDV and McIDAS
Unless there is a desire for new functionality (new datasets, additional servers/features) in McIDAS from the community and approved by the governing committees, McIDAS will be in a low effort "maintenance mode" for the duration of the current proposal. We will follow SSEC's lead in transitioning McIDAS-X users to McIDAS-V.

· provide timely updates when new releases are available: 

· GEMPAK 4 releases/year 

· McIDAS 1 major, 1-2 Fasttrack versions /year 

· IDV 1 major, 2 beta versions/year 

· provide access to new data types where possible 

· WRF grids 

· GRIB/GRIB2 weather products 

· EPA grids 

· BUFR/CREX observations 

· user support (bug fixes, documentation, training workshops) 

· Answer daily support inquiries 

· Documentation updates (with new releases/datastream changes) 

· Annual Training Workshops (1/year) 

· Support for community ADDE servers. 

2. New Development
GEMPAK

0. Supporting analysis and visualization of local modeling efforts 

0. Improve handling of increasingly large data sets 

0. This will fit the general move of the GEMPAK library to provide dynamic memory allocation rather than fixed array sizes 

0. Improve ensemble capabilities 

0. Begin migration of tables and supporting files to XML 

0. Facilitates local additions and maintenance 

0. Increases interoperability with IDV and other packages 

0. Support local WRF modeling datasets 

1. Incorporating new datasets and data types 
Provide access to new data types where possible 

1. GRIB/GRIB2 conversion, weather products (NDFD) 

1. EPA NMAQ grids 

1. NMQ radar mosaics 

1. WRF grids 

1. BUFR/CREX observations 

1. Remote data access as capabilities exist in GEMPAK library re-write to eliminate file/format specific data handling within routines 

2. Exploring new approaches to visualizing and interacting with Earth system data 

2. Increase statistical and time series capabilities 

2. Improve image handling capabilities, remapping, and diagnostics as size limitations and differences between grid and image transformation are ameliorated by the GEMPAK library re-write. 

IDV

3. Incorporating new datasets and data types 

3. Access to and display of most commonly used datasets for the core atmospheric science community. 

3. Move to CDM for access to current datasets when interfaces exist: 

3. Surface observations 

3. Radar (Level II, Level III, Dorade) 

3. Satellite imagery 

3. Soundings 

3. Profiler 

3. Access to new datasets/displays: 

3. Lightning 

3. Watch/Warning boxes 

3. Fronts 

3. Hurricane positions 

3. station time series (meteorograms) 

3. Ensemble grids 

3. Ship/Buoy reports 

3. ACARS/PIREPS 

3. Text bulletins 

3. Hyperspectral imagery 

4. Supporting analysis and visualization of local modeling efforts 

4. Improve handling of very large spatial and temporal data sets 

4. More complete derived quantity and formula library 

4. Support for staggered grids (CF and WRF) 

5. Entrain community members as IDV stakeholders by creating data adapters, customized applications based on IDV components, creating educational materials and curricula. 

5. Explore ways in which we can enable a more active user community 

5. Participate in Virtual Operations Center and expand IDV developer community. 

5. Finish the developer's guide 

5. Develop a richer collection of examples, bundles, etc. 

5. Screencast based documentation and training materials 

6. Develop a framework for end user assembly of IDV components 

6. Continue to refine the framework that supports the definition and creation of custom applications. 

6. Custom application generation facility. Right now when we create a new application (e.g., TrexIdv) there is still some manual labor to set up and configure the app. Tools/scripts/etc. that generate much of the initial framework will be useful. 

7. Adapt to GIS frameworks, content-based data mining and other evolving technologies. 

7. Complete support for Web Map Server (WMS) protocols. 

7. Web Coverage Server (WCS) support through CDM. 

7. Full support for Geotiff through CDM 

7. Support for non-lat/lon shapefiles 

7. Complete the Google Earth KML facility 

7. Spatial Data Transfer Standard (SDTS) 

7. Other formats (e.g., BIL, ASCII arc grid files, etc.) 

7. Continued identification and provision of location data sets 

8. Develop collaborative tools for effective shared visualization 

8. Finish the collaboration facility 

8. Finish the "publishing" facility. Identify likely publication servers and perform community outreach to make our users more aware of the potential here. 

9. Exploring new approaches to visualizing and interacting with Earth system data 

9. Finish the Jython Display Control. 

9. Identify and develop further enabling infrastructure that will allow our end users to become quasi-developers of new displays. 


Community Building – Priorities

Linda Miller
Broader and more diverse community
· Meeting the demands of a more diverse community through organic (natural) growth  

· Partnerships - agencies, organizations, interdisciplinary – remain flexible to seize synergistic opportunities leading to innovative ideas and projects

· Equipment Awards

Governance
· Diverse and organic growth of both Policy and Users Committees into interdisciplinary research and education.  Committees can facilitate recommendations and provide guidance and vision for data and system needs of earth system science community.

· Tracking data needs for the future, e.g., EPA, IOOS, GEOSS, etc.  Must remain vigilant for opportunities such as this to demonstrate our leadership.

Outreach:
· Newsletters, seminars, conferences, workshops 

· Advocacy – advocate for freely available data and other community driven needs

· Coordinate with Unidata Users Committees and Policy Committees for community guidance and cooperation

 

Data Priorities

Current Data Sets
· Improve Web documentation of NOAAPORT data sets for novice users and developers

· Facilitate other data sets of community interest (work with Users Committee, but be a leader in providing important new datasets and information-see governance bullet under Community Building Priorities)

· CONDUIT (continue evolution), EPA and NWS (atmospheric chemistry)

· Coordinate a data workshop if deemed appropriate to discuss community needs

Future Data Sets
· NPOESS, GEOSS, GIS, hydrology, oceanography

Data Delivery:
· Mechanisms for data delivery play a significant role.  Data sets are so voluminous and some disciplines do not need real-time data, so an FTP or pull mechanism is viable.

· THREDDS plays a major role in this area

· OPeNDAP and ADDE are important

· Archive centers  - use of Unidata tools

· LDM for real-time data delivery

Updated-3/10/06-Linda Miller 
Priorities for the Unidata Services

Ben Domenico
Last modified: March 15, 2006


- Influencing Agency Directions and Opportunities

Advocate for the interests of our community in shaping the funding priorities of the research and education funding agencies.  Examples of this are emphasis scientific data as a part of digital library’s, bi directional data exchange computer systems and communities, applied cyberinfrastructure ala the Atkins report (as opposed to computer scienc research in cyberinfrastructure), interoperable data system among the geosciences subdisciplines and the societal impacts community, and so forth.  It is absolutely crucial that future solicitations represent the needs of our community. 

This is a key activity of the UPC and should be continued at the highest priority level. At the present time, the most important areas for this activity are the discussions within ATM and GEO regarding directions for education and data initiatives, NSF DUE (e.g., NSDL), the overall NSF strategic plan for Cyberinfrastructure (Chapter 3), the research component of the interdisciplinary GEOSS, future NASA ACCESS-type opportunities.
- Pursuing Additional Funding

Seek additional sources of funding for aspects of the program that would otherwise not be feasible because funding from ATM is below what is needed.  Examples are THREDDS and LEAD.  It should be emphasized again that proposed project have to be in line with our mission, the needs of our community and our strategic plan.  On the other hand, there may be cases where the availability of extra funding is properly ONE OF the criteria by which judgments about internal priorities (that is, decisions among various options that are all in line with the strategic plan) should be made.

Given our current funding situation, this is also at the highest priority. Currently the most promising areas are NSF NSDL Pathways, possible NSF GEO extreme events data system funding, NSF DDDAS, future NSF cyberinfrastructure opportunities.
- Unidata Awareness 

Make scientists, educators, and others working on applied cyberinfrastructure aware of the successes of Unidata community and the UPC.  It is very important to let the general community of interest to know as much as possible about our work.  (One way -- certainly not the only way -- to think about it is that this is the group from which proposal reviewers will be chosen.  It is good for them to have as much information as possible about our efforts because a 15 page project description cannot possibly provide all the information they need to make informed judgments about which proposed projects deserve funding.)

The high priority areas here are to continue being active at AMS, AGU, and cyberinfrastructure (informatics) venues. 
- Collaborations

Form collaborative relationships with other disciplines where research and education on the boundaries is important.  Examples are oceanography (especially coastal oceans), hydrology, environmental sciences (especially air quality and plume dispersion related efforts) as well as the societal impacts community.  

Some of the specific more immediate, high priority collaborations include: Marine Metadata Initiative, Community Data Portal, CUAHSI, THREDDS collaborators, GALEON collaborators, Integrate Ocean Observing System, SURA Coastal Oceans Prediction System, AMS IIPS, AGU ESSI, various NOAA labs, NASA groups such as those in the ESIP, USGS, EPA, GEON, and so forth.
- International Community

Build an international community and data systems in cases where the US user community benefits as well.  After all, atmospheric science is inherently a global discipline.   Examples are MeteoForum and fostering standards that facilitate international data exchange. 

- Technical Collaborations

Form collaborative relationships with other groups that complement our technical work.  Examples are data centers, developers of clients that complement ours and serve the communities described above, experts in the general fields of metadata tools, ontologies, search systems, digital libraries, and education at pre-college levels.  These collaborations are especially important in that they can help us avoid falling into the trap of taking on roles outside our expertise and our strategic mission.  Example of problem areas would be for us to become a data center or to take over the majority of the data relay responsibility.

Most of our Unidata tools have a technical collaboration group. Some are mainly just one group, e.g., SSEC for McIDAS, NCEP for GEMPAK, etc. Other tools have broader collaboration lists: THREDDS collaborators, GALEON collaborators, IDV has its steering committee, etc. 
- Standard Conformance 

Bring our systems into conformance with standards in cases where it is of clear benefit to our existing community and the expanded community we are building.  Interoperability standards enable individual disciplines and data systems and tools to continue to operate in the manner which best serves their specify user base (stovepipe systems?) while introducing a conduits among the stovepipes without completely re-engineering the individual data systems and tools.  

High priority examples are netCDF, OPeNDAP, HDF, and the OGC and ISO standards. 
- Indirect Support of Pre-college Education 

Collaborate with universities and other groups who serve the education effort at the pre-college level.  This is another case where the UPC can avoid working directly in the field by serving those institutions in our community who do.  Examples are the Unidata community universities with teacher training programs, NSDL, DLESE Program Center and community, DLESE Data Services, etc.

In terms of priorities, we might consider proactively taking this approach to dealing with 2-year colleges. That is, find current Unidata departments that have service to community colleges as part of their mission and attempt to set up outreach via that mechanism just as many of our sites serve the K-12 community with processed products generated using Unidata systems. 
CHALLENGES:

1. The obvious one is to balance these efforts with getting ongoing support and development work done in such a way that our core community continues to be well served.

2. Deciding whether and when to phase out support for our current systems.  One thing I believe we should seriously consider is, in close collaboration with the SSEC, to aggressively pursue as rapid a transition as possible to the VisAD-based version of McIDAS 

3. Avoiding the temptation to take on projects and responsibilities outside our mission, our strategic plan, our values, and our credo.  Among the areas where we can drift into such commitments is for the UPC to become the main nodes in the context of the IDD and for the UPC to become a data center in the context of the TDS and LEAD.  It often seems much simpler and easier to do the "fishing" for others than to provide them the fishing poles and teach them to use them.  But that is a slippery slope.

Vision for Unidata Web Site for Proposal Period Ending 2008 
(Part of Endeavor 2) 

Joanne Graham

1. The web architecture will provide a platform that is flexible, secure, and technologically current so that new applications and functionality can be added and removed seamlessly. As part of this goal all dependencies on brittle, legacy systems and scripts will be removed or replaced. 

2. The web site will seamlessly support the integration of eSupport, including single sign on, and user-based form submission (October, 2007). 

3. The web site will provide users with the ability to personalize their experience with the site. By the end of the proposal period this will include the ability to see recent downloads, support questions/answers, mailing list and forum subscriptions, and RSS feeds by logging in and going to a page that is specific to each users account. The user will be able to make changes to his/her profile and subscriptions through this account page. 

4. Users are able to interact with our site in a variety of ways, including the ability to post job announcements and opportunities, submit RSS feeds with minimal Unidata staff intervention (moderation required). This will help support the notion that Unidata is not just the UPC, but a community. 

5. The web site flows nicely within the greater UCAR umbrella while also maintaining the individual program/community feel. (Play nice with UCAR.) 

Blue Sky: 

6. The Unidata web site will provide current, quality content to its users that is well maintained and optimized for the web (content is developed for reading on the web, is optimized for search engines and spiders). 

7. The Unidata web site features certain Unidata software in “light” form. For example, certain applications of the IDV can be launched via the web, thus highlighting the potential of the applications in full form, and allowing users a quick taste of what they will get with the full package. This could also be used for lower-level classes. 

Resources: 
One full-time web developer is necessary to accomplish the goals stated in 1-5. Of course all of these will require the support and cooperation of many other staff including 

system administration. Additionally, at least 1/3 FTE will be used from the administrative group for design help and basic assistance to the developer. For #6 to be accomplished a great deal of assistance will be needed from the writer/editor in improving on, and frequently refreshing our content. Additionally, all staff will need to help with content optimization. For #7, support, desire, and willingness of the developers will be required to bring this to fruition (of course, hearing that this would be useful to the community would be an important factor). 

LEAD-UPC Priorities
Mohan Ramamurthy
1. Deploy a grid and web services based end-to-end analysis and prediction system using ADAS and WRF.  Specifically, ADAS and WRF will be relocatable to any location within the U.S. on demand using the LEAD Portal at Indiana University.  In parallel and as a back up, work with NCSA to deploy a similar capability using the NCSA Ensemble Broker system.

2. Provide 3-6 months of data from all seven LEAD-identified data streams initially via OPeNDAP and ADDE and eventually the THREDDS Data Server.

3. Develop the THREDDS Data Repository in phases and integrate the TDR-developed capabilities into the LEAD grid.

4. As appropriate, demonstrate and test LEAD capabilities at the Unidata Summer workshop and obtain feedback.

5. Provide appropriate metadata and catalogs for the above seven datasets and cross-walk them into the LEAD Resource Catalog.

6. Visualize all of the above data with the IDV.

7. Wherever possible, bundle LEAD-tailored technologies for use by the Unidata community (e.g., make sure that the community can deploy LEAD services locally in a piece-meal fashion).
Support Services Priorities

Tom Yoksas

· Transition to eSupport/SupportSuite helpdesk package (critical, ongoing) 

· transition to use of eSupport/SupportSuite inquiry tracking (transitioned began on January 26, 2006) 

· expose end-user, web-based access to inquiry tracking system (high, upcoming) 

· implement customized reporting within eSupport/SupportSuite framework (high, upcoming) 

· lessen support impact on UPC development activities (high, ongoing): 

· identify community members that are willing and able to provide expert support to the community at-large. This includes identifying experts in existing and new disciplines who can provide support in English and/or languages used at international sites (seen mostly as a problem in Latin America). (high, ongoing) 

· identification of additional resources to lessen the support load from the development staff (high, funding?) 

· Serve a broadening community (critical, ongoing): 

· through embrace of new disciplines (e.g., oceanography, hydrology, air quality, societal impacts) 

· geographically/culturally through extension of Unidata offerings to the international community within and in addition to the core atmospheric science discipline 

· Provide improved documentation and training to the broadening community through (high, resources): 

· enhanced, web-based tutorials including, where possible, online interactive modules 

· standardized look-and-feel of reference and training materials 

Continue to provide package-specific software enhancements, bugfixes, consultation

	Priorities in System Administration Area
Mike Schmidt


Top Five Priorities (in order)

· Continued and ongoing support for the Unidata community, staff, systems, services, networks, and program initiatives. This includes; 

· Hardware and software updates across our entire installed base 

· Internal and external support inquiries 

· Focus on critical systems (atm, idd, goes, lead, motherlode, NOAAPort, unidata2, web, ...) 

· Support new opportunities, developments, and improvements to the use of existing tools and services. 

· Enable community/staff in doing more with fewer resources 

· Site enhancements such as eSupport, Mailman, ... 

· Research and advance the means for Unidata and our community to move continually larger volumes of data efficiently 

· Document and advise on TCP tuning procedures 

· Assist with migration to large MTU networks 

· Research on faster networks -- NLR 

· Experiment with new technologies -- TCP Offload Engine 

· Continue collaborations with the community to achieve common goals (RAL, EOL, Meteoforum, SSEC, NSF ATM, TIGGE, ...) 

· Advocate for UCAR (and Unidata) development of a state-of-the-art infrastructure appropriate to support a national R & D center, 

· Access to leading-edge resources 

· State-of-the-art computing facilities 

· Involvement with national/international network initiatives 

Challenges

· Balance maintaining a diverse and powerful compute and porting environment against the resources required to support and maintain it 

· Continued progress configuring and deploying new systems along with research and testing on next generation capabilities in the face of resource reductions 

Finding some agreement where Unidata falls on the spectrum of providing important/mission critical/operational/high availability systems, services, and data center like resources to the community and the rest of UCAR
